Reduction of FPGA Resources for Regular Expression Matching by Relation Similarity
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Abstract—Intrusion Detection Systems have to match large sets of regular expressions to detect malicious traffic on multi-gigabit networks. Many algorithms and architectures have been proposed to accelerate pattern matching, but formal methods for reduction of Nondeterministic finite automata have not been used yet. We propose to use reduction of automata by similarity to match larger set of regular expressions in FPGA. Proposed reduction is able to decrease the number of states by more than 32% and the amount of transitions by more than 31%. The amount of look-up tables is reduced by more than 15% and the amount of flip-flops by more than 34%.

I. INTRODUCTION

The requirements on securing networks from attacks, malicious traffic and spreading of viruses and trojan horses rises in context of steady growth of networks. Therefore importance of Intrusion Detection Systems (IDS) for network security rises. The most important part of an IDS is regular expression matching. The regular expression matching is a time critical operation for processors, therefore acceleration of regular expression matching is studied.

First algorithm for mapping regular expressions to FPGA was presented by Sindhu and Praasana in [1]. Clark et al. introduced shared character decoder in [2]. Lin et al. proposed to share prefixes, infixes and suffixes in [3]. Shared character classes were introduced together with special implementation blocks for some PCRE constructions by Sourdis et al. in [4]. These approaches introduced reduction of utilized FPGA logic by better architecture and algorithms, but formal NFA reduction has not been used.

In this paper we propose to use a relation of similarity for state reduction of NFA and mapping to FPGA by Clark approach. Reductions of state graphs are commonly studied and used in formal verifications for state reduction [5], [6]. From existing reductions we have selected reduction by similarity, which was introduced by Milner [5]. NFA reductions such as [7] could also be used. Significant reduction of FPGA resources utilization was achieved by NFA reduction by similarity.

II. SIMULATION AND SIMILARITY

NFA created from regular expression set by Thompson construction [8] is not usually minimal. Redundancy is given by regular expressions and by relations among regular expressions in the rule set. Due to this redundancy we focus on NFA reduction. Minimization of NFA cannot be used, because it is generally PSPACE-complete [9]. In contrary reduction algorithms usually reduce state graphs in polynomial time. From existing reductions we selected reduction by similarity, which is suitable for state reduction of NFA for Snort rule set.

The similarity and simulation relation was first introduced by Milner in [5] as a means to compare programs. Definitions of simulation and similarity on state labeled graphs presented by Henzinger et al. in [6] are used (Modified for an edge labeled graph). A NFA is special case of an edge labeled graph, if we omit notation of final states.

First we define an edge labeled graph. Next we define simulation and similarity relation on this graph.

Definition 1 (Labeled Graph). An edge labeled graph \( G = (V, E, A, \langle \rangle) \) consist of a set \( V \) of vertices, a set \( E \subseteq V^2 \) of edges, a set \( A \) of labels and a function \( \langle \rangle : E \rightarrow A \) that maps each edge \( e \) to a label \( a \in A \). We use \( \text{post}(v) = \{u | (u, v) \in E\} \) for the successor set of the vertex \( v \).

Definition 2 (Simulation). Simulation on edge labeled graph is a binary relation \( \leq \subseteq V^2 \) on the vertex set if \( u \leq v \) implies:

1) for all vertices \( \hat{u} \in \text{post}(u) \), there is a vertex \( \hat{v} \in \text{post}(v) \) such that \( \hat{u} \leq \hat{v} \) and \( \langle \langle u, \hat{u} \rangle \rangle = \langle \langle v, \hat{v} \rangle \rangle \).

Definition 3 (Similarity). A binary relation \( \approx \subseteq V^2 \) on the vertex set is similarity if \( u \approx v \) implies \( (u \leq v) \lor (v \leq u) \): The similarity relation \( \approx \) is an equivalence relation and is a symmetric subset of simulation relation.

We have used an algorithm for simulation reduction presented in [6] with time complexity \( O(mn) \) where \( m \) is count of edges and \( n \) is count of vertices and space complexity \( O(n^2) \). The algorithm consists of following four consecutive steps:

1) Default simulation relation, where each state simulate each other
2) While simulation relation changes do:
   a) For all possible combinations of states \( u \) and \( v \) do:
      i) Check if state \( v \) simulate state \( u \) and modify simulation relation accordingly
   3) Create similarity relation
4) Join similar states

Similarity relation can be used for NFA state reduction, if we join states which are similar. Feature of this reduction is that all final states are joined into one final state. Therefore the match of a pattern can be detected, but concrete pattern cannot be determined. Better reduction results can be obtained, if the reduction will be used multiple times in forward and backward variant. [7]

### III. EXPERIMENTAL RESULTS

Reduction of NFA by similarity was evaluated on several rule sets. We have used selected rule sets from the Snort and a subset of regular expressions from the L7-decoder. The Netbench framework [10] was used for implementation of the reduction and for estimation of FPGA resource utilization. We have used the Xilinx Virtex 5 FPGA architecture for the estimation of FPGA resource usage.

The measured reduction results are shown in the table II. The table contains the size of original \( \epsilon \)-free NFA, the size of reduced NFA and the amount of states and transitions, which was removed by NFA reduction by similarity. The average reduction of states is 32.3% and the average reduction of transitions is 31.7% for the Snort rule sets.

We have selected the Clark et al. methodology of mapping regular expressions to FPGA together with the sharing of character classes for the evaluation. The pattern matching unit is designed to accept one character per clock cycle. The measured reduction results are shown in the table I. The table contains the utilization of FPGA resources for the implementation of pattern matching unit without NFA reduction by similarity, the utilization of FPGA resources if NFA reduction by similarity is used and finally how many look-up tables (LUT) and flip-flops (FF) was removed by the NFA reduction by similarity. The average reduction of LUT's is 15.8% and the average reduction of FFs is 34.8% for the Snort rule sets.

### IV. CONCLUSION AND FUTURE WORK

In this paper we propose to use NFA reduction by similarity to achieve efficient utilization of FPGA resources. This reduction is independent on concrete NFA mapping to the FPGA.

The NFA reduction by similarity is able to reduce significant amount of FPGA resources.

In future work, we want to modify the algorithm to preserve information about the matched rule. Another reduction algorithms and architectures can be used together with simulation reduction. For example special blocks for PCRE constructions introduced in [4] reduce constructions that are irreducible by reduction by similarity. We want to evaluate the reduction by combined approaches in future work.
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