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Abstract—A divide and conquer approach is one of the methods introduced to get over the scalability problem of the evolutionary circuit design. A complex circuit is decomposed into modules which are evolved separately and without any interaction. The benefits are in reducing the search space and accelerating the evaluation of candidate circuits. In this paper, the evolution of non-interacting modules is replaced by a coevolutionary algorithm, in which the fitness of a module depends on fitness values of other modules, i.e. the modules are adapted to work together. The proposed method is embedded into Cartesian genetic programming (CGP). The coevolutionary approach was evaluated in the design of a switching image filter which was decomposed into the filtering module and detector module. The filters evolved using the proposed coevolutionary method show a higher quality of filtering in comparison with filters utilizing independently evolved modules. Furthermore, the whole design process was accelerated 1.31 times in comparison with the standard CGP.

I. INTRODUCTION

Evolutionary circuit design is one of possible utilizations of evolvable hardware. First survey papers dealing with evolvable hardware and evolutionary circuit design (e.g. [22] from 1996) clearly identified main advantages of this method: the evolutionary circuit design approach can explore a much wider space of design alternatives than conventional methods or human designers; no a priory knowledge is needed; constraints can easily be handled; and novel designs can, in fact, be discovered in a fully automated manner. Potential problems of the method were also surveyed already in 1996 [22] and the so-called scalability problem was mentioned on the first place. Unsurprisingly, it is still considered among the most serious issues in current surveys on evolvable hardware such as [2]. Let us restrict ourselves to digital circuits only in this paper.

The scalability problem is usually understood as a problem in which the evolutionary algorithm (EA) is able to provide a very good solution to a small problem instance; however, only unsatisfactory solutions can be generated for larger problem instances. Because a kind of evolutionary algorithm is employed, the user is supposed to design a suitable problem encoding, search strategy (i.e. search algorithm including genetic operators) and fitness function. All these components can suffer from the scalability problems.

As complex solutions are usually represented by long chromosomes, it is difficult to establish a fast and accurate search method which will be capable of finding good solutions in the corresponding complex search spaces. This problem is referred to as the scalability of representations problem. Moreover, in order to evaluate a complex candidate solution, a time consuming fitness function has to be undertaken in which the evaluation time typically grows exponentially with the size of the problem. This difficulty is known as the scalability of the fitness calculation.

Hence various approaches have been developed to eliminate the aforementioned scalability problems. All these approaches bring some knowledge into the problem which enables us to either reduce the search space, simplify the fitness calculation, or perform a more intelligent search. The most important approaches will be surveyed in the following paragraphs.

A divide and conquer approach firstly (either deterministically or heuristically) divides the target circuit into modules (or subcircuits) and then evolves a solution for each module separately [18]. The benefits are twofold: reducing the search space and simplifying the fitness calculation. The approach can be applied iteratively [17].

Functional level evolution allows utilizing complex circuit elements (such as adders, multipliers or comparators) instead of elementary gates [8]. Relatively complex circuits can then be encoded using a shorter chromosome and the search space is thus restricted. The functional level evolution is often combined with a suitable decomposition scheme [13].

Another class of approaches, inspired by the biological development, employs an indirect problem encoding [4], [1]. A program is encoded in the chromosome rather than a circuit. When executed, the program is capable of constructing a complete phenotype from an initial solution, which is usually called the embryo. While designing a suitable developmental encoding is tricky, main advantages are shortening the genotype and obtaining a natural support for modularity and scalability in resulting circuits.

The fitness evaluation time can be reduced by using well prepared (i.e. short) training sets, fitness estimation techniques or functional equivalence checking algorithms (see an
overview in [20]). All these approaches are usually accompanied by application-specific acceleration techniques such as parallel circuit simulation, phenotype precompilation or parallel implementation.

At the level of the search algorithm, modularization has been introduced for genetic programming (e.g. in the form of automatically defined functions [5]) as well as Cartesian genetic programming [21]. In the framework of co-evolutionary algorithms, several methods have been developed to reduce the computational requirements. A survey will be given in Sec. II.

An important factor which influences the choice of a suitable technique is whether the task is to evolve a functional solution using available training data or whether, in addition to functionality, the goal is to minimize the number of components or other objectives. For example, if a system is decomposed into several modules and they are evolved separately, the resulting circuit usually contains multiple instances of the same subcircuit allocated in several modules. The question is whether some EA-based method can be used to minimize the number of gates; or a conventional method has been employed because no EA method is capable of doing so for a complex circuit; or the solution is simply left unoptimized because sufficient resources are available on a chip.

In this paper, we propose to extend the well-known divide and conquer method introduced to evolvable hardware many years ago. In the original version of the method, the implementations of modules are evolved separately. The goal of this paper is to show that when a co-evolution of modules is allowed, the overall evolution time can be reduced. The proposed method will be evaluated in the task of switching image filter design.

The rest of this paper is organized as follows. Sec. II introduces principles of coevolutionary algorithms, Cartesian genetic programming (CGP) and utilization of coevolution in CGP. In Sec. III, a new compositional coevolutionary approach to CGP is presented in the task of evolutionary switching filter design. Sec. IV compares the proposed coevolutionary algorithm with non-coevolutionary CGP and discusses the experimental results. Finally, conclusions are given in Sec. V.

II. COEVOLUTION AND CARTESIAN GENETIC PROGRAMMING

This section introduces the principles of coevolutionary algorithms, Cartesian genetic programming and coevolutionary Cartesian genetic programming.

A. Principles of Coevolutionary Algorithms

Coevolutionary algorithms (CoEAs) are characterized by utilizing more populations of individuals (of the same or different type). Properties of individuals in one population can be changed in response to properties of individuals in other populations and vice versa. Fitness of individuals is then established by interaction with individuals from the other populations. CoEAs are traditionally used to evolve interactive behavior which is difficult to evolve with an EA employing absolute fitness function. The state of the art of coevolutionary algorithms has recently been summarized in [9].

Historically, the terms cooperative and competitive have been used to classify the domains to which coevolution is often applied. These terms appear from game theory, but they have not been appropriate for classifying problems over which CoEA operates or for algorithms themselves. According to [9], problems are primarily divided into classes based on what constitutes a solution. Two types of problems are mentioned in this context – test-based problems and compositional problems. A test-based problem is one in which the quality of a potential solution is determined by its performance when interacting with a set of tests. However, this paper deals with the second type – a compositional problem – in which the quality of solution to the problem involves an interaction among many components that together might be thought of as a team or assembly.

Compositional coevolution sprang from cooperative coevolutionary algorithms, wherein the originally stated aim was to attack the problem of evolving complicated objects by explicitly breaking them into parts, evolving these parts separately and then assembling the parts into a working whole [10]. There is a number of successful applications of CoEAs to compositional problems. Perhaps the most studied and nontrivial examples are neuro-evolutionary algorithms, which often involve a separation between components of neural networks to small assemblies of neurons and associated weight synapses, and the topology of a complete network, which functions as a blueprint for how assemblies are put together ([16], [7]).

B. Cartesian Genetic Programming

Cartesian genetic programming (CGP) is a variant of genetic programming (GP) that uses a specific encoding of directed acyclic graphs and a mutation-based search. CGP has been successfully employed in many traditional application domains of genetic programming such as symbolic regression, but it has been predominantly applied in evolutionary design and optimization of logic networks.

In standard CGP [6], a candidate program is modelled as a matrix of $n_c \times n_r$ (columns \times rows) programmable elements (nodes). The number of primary inputs, $n_i$, and outputs, $n_o$, of the program is defined for a particular task.

The supported $n_a$-input node functions are defined in the set $\Gamma$. Each node input can be connected to either one of the program primary inputs or the output of a gate placed in previous $l$ columns. The $l$-back parameter thus constrains where the node inputs can be connected to.

Each node is encoded by $n_a+1$ genes. One gene is devoted to the node function, the remaining genes are the indexes of the node input connections. Therefore, every individual is encoded using $n_c \cdot n_r \cdot (n_a + 1) + n_a$ integers. Fig. 1 shows an example of a candidate program and its encoding in the chromosome.

A simple $(1 + \lambda)$ evolutionary strategy is used as a search mechanism in CGP. The initial population is constructed randomly, by a heuristic procedure or seeded by existing solutions. Every new population consists of the best individual of the previous generation (so-called parent) and its $\lambda$ offspring. A new parent is selected as an offspring with equal or better fitness than the previous parent. In order to create the offspring individuals from the parent, a point mutation operator is used,
which modifies \( h \) randomly selected genes to new randomly generated, but valid values. The algorithm is terminated when the maximum number of generations is exhausted or a sufficiently working solution is obtained.

**C. Coevolution in Cartesian Genetic Programming**

The design process entails finding useful and productive ways of mapping problem particularities into the algorithmic framework. CGP has some important differences compared to genetic algorithms (GAs) and standard genetic programming. CGP uses very small populations (usually \( 1 + 4 \) individuals) which implies that many generations have to be performed (compared to GAs and GP) to obtain a solution. This feature is the main aspect to consider while designing the coevolutionary interactions in CGP.

In our previous work, inspired by the principles of Hillis’ competitive coevolution [3] and coevolution of fitness predictors introduced by Schmidt and Lipson [11], we proposed a coevolutionary CGP for test-based problems [15]. The generic coevolutionary principles have been adapted for CGP and a significant improvement (in terms of computational cost reduction) in comparison with CGP without coevolution has been obtained in 5 symbolic regression tasks [15] and in the task of evolutionary image filter design [14].

**III. PROPOSED METHOD**

**A. Initial Considerations**

Successful design and application of any heuristic depends on a number of key representation decisions of how search knowledge is encoded and manipulated. When designing digital circuits using the compositional coevolution, the target circuit has to be divided into (sufficiently small) logical modules. Each of them is a single entity (individual) that has to be represented in terms of chosen evolutionary algorithm. In this work, the modules will be represented as Cartesian programs. Furthermore, individuals representing the same module form the population. The number of populations in compositional coevolution is equal to the number of modules in the target circuit.

In coevolutionary methods, there is another type of collection, typically referred to as an archive. It is a collection of individuals (of the same or different type) that spans multiple generations of a coevolutionary algorithm [9]. In CoAEs, the individual fitness is evaluated using interaction with other individuals. As individuals in each population are changed in dependence on other individual changes, the best obtained individuals are not necessarily present in the last generation. Archives are thus utilized as a kind of search memory and usually contain the final solution. In the course of evolution, the individuals showing the best-scored composition with other modules are added to the archive. Another approach employs an archive of individuals for each module, i.e. the number of archives is equal to the number of populations.

When using multiple populations, a strategy of interactions between individuals in the same population, or especially in different populations, has to be defined. The simplest choice is to enable all possible interactions (i.e., complete mixing). However, in order to reduce the computational cost, only some of all possible interactions are allowed and assessed.

In the case of CGP, where only one parent is selected in every generation, we propose to evaluate individuals of a given population using the top-ranked individual (module) from other populations. Our recent work dealing with the test-based type of coevolution had shown that frequent interactions between populations do not lead to correctly working solutions, because of very fast changes in the fitness calculation procedures [15]. As CGP uses small populations, the search process needs more generations to adapt to the changes of the selective pressure. We propose to add to each population a new archive containing the top-ranked individual (resp. individuals) available to evaluate individuals from other populations. Individuals stored in the archives are updated according to the user-defined policy (e.g. after some number of generations is reached) whose setting influences the CGP search progress.

**B. Case Study – Coevolution of Image Filters and Noise Detectors**

The principles of compositional coevolution will be applied in the image filter design task which will be carried out by coevolutionary CGP. The goal is to eliminate the so-called impulse noise (salt-and-pepper noise) which is a basic type of non-linear noise typically affecting a single pixel in different regions of the image. A conventional solution is usually based
on median filters. Various approaches to evolutionary design of this type of filters by means of the standard CGP have been surveyed in [12].

As the considered filters evolved using CGP operate over a filtering window (the so-called kernel) consisting of $3 \times 3$ pixels, each candidate filter can utilize up to nine 8-bit inputs, i.e. $n_{w} = 9$. The filters produce a single pixel, i.e. $n_{o} = 1$. Table I gives a set of functions working over two pixels $i$ and $j$ that are typically used for image filter evolution. Fig. 2 shows an overall scheme of the method.

In the fitness function, the goal is to maximize the peak signal-to-noise ratio (PSNR) between an incorrupted version of the training image $w$ and the resulting image ($v$) produced by a candidate filter. The PSNR is defined as

$$PSNR = 10 \cdot \log_{10} \frac{255^{2}}{\frac{1}{M \times N} \sum_{i,j} (v(i,j) - w(i,j))^{2}},$$

where $M \times N$ is the size of the image.

However, for higher noise intensities or arbitrary values of noisy pixels (in the range $0-255$), these simple approaches usually lead to introducing additional noisy pixels, smudging and detail loosing in resulting images. Hence advanced filtering techniques have been developed including the concept of noise detection and iterative filtering.

In [19], the image filtering approach based on CGP has been extended in such a way that an image filter is evolved together with a noise detector. The image filter and detector are encoded in a single CGP grid of nodes, which produces two outputs. The first one is the filtered pixel value and the second one is a Boolean value representing the output of the detector. If the detector produces log. 1 then the first output is taken and utilized as the result of filtering. Otherwise, if the detector produces log. 0, it is indicated that the central pixel of the kernel is not corrupted and the result of filtering is the unmodified central pixel of the kernel. The resulting filter is called the switching filter (see Fig. 3).

1) Decomposition and Representation: Switching filters are good candidates for decomposition. In this task, the whole circuit is decomposed into two modules: (1) the image filter eliminating the noise; and (2) the noise detector. Fig. 3 shows the overall scheme of the target circuit. Each module is represented using the CGP representation (see Sec. II-C) and uses a grid of $8 \times 5$ of nodes performing functions given in Table I. Each individual from the filter population has one 8-bit output, where the filtered value ($0-255$) of the pixel is expected. While the detector also outputs an 8-bit value, only the most significant bit is utilized to control the switch – shown in Fig. 3.

2) Interaction of Populations and Fitness Evaluations: At first the complete mixing approach has been employed. The interactions of individuals in the population of filters with each individual in the population of detectors (and vice-versa) has been allowed in every generation. All pixels (and their neighbourhoods) in corrupted image were executed by a pair of filter and detector. The resulting filtered image (as shown in Fig. 3) was compared to the uncorrupted image in terms of PSNR. The most successful pair was selected to produce a filter offspring and a detector offspring and a new iteration of the search process has been initiated. However, this type of interaction has led to filters with poor quality of filtering in comparison with filters without detectors evolved for the same number of generations. Moreover, the cost of evaluation has exponentially grown.

Inspired by our previous work on test-based coevolution in CGP, another approach to interaction has been employed. Filters and detectors are evolved separately for some number of generations. Therefore, three archives have been introduced: (1) the archive of filters ($A_{filters}$) with filtering results (i.e. filtered images); (2) the archive of detectors ($A_{detectors}$) with the results of detection (i.e. images with pixels classified as corrupted); and (3) the archive of top-ranked target circuits ($A_{targets}$) with the most successful composed pairs.

Two fitness values are calculated for each individual. The first fitness of filter ($\text{fitness}_{f}$) is evaluated in terms of PSNR between the image filtered using the filter (without detector) and the reference image (according to scheme in Fig. 2). The second fitness of filter is established using the composition with the detector actually present in $A_{detectors}$ ($\text{fitness}_{f+d}$, in terms of PSNR). Then the individual with the best $\text{fitness}_{f}$ is selected as a parent. If more individuals have the same $\text{fitness}_{f}$ value then another criterion is taken into account – the individual with the best $\text{fitness}_{f+d}$ is selected.

Similarly, the first fitness of detector ($\text{fitness}_{d}$) is evaluated as the score of correctly classified pixels:

$$\text{fitness}_{d} = \sum_{i=1}^{j} f(y(i)), \quad \text{where}$$

$$f(y(i)) = \begin{cases} 
0 & \text{if pixel is incorrectly classified} \\
1 & \text{if pixel is correctly classified}
\end{cases}$$

where $y(i)$ is the output of detector $y$ for pixel $i$. The second fitness of detector is established using the filter which is

<table>
<thead>
<tr>
<th># function</th>
<th># function</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>11</td>
</tr>
<tr>
<td>4</td>
<td>12</td>
</tr>
<tr>
<td>5</td>
<td>13</td>
</tr>
<tr>
<td>6</td>
<td>14</td>
</tr>
<tr>
<td>7</td>
<td>15</td>
</tr>
</tbody>
</table>

TABLE I: CGP node functions according to [12].
Fig. 4: The overall coevolutionary interaction scheme.

actually present in the archive of filters \( \text{fitness}_{f+d} \), in terms of PSNR). If more individuals have the same \( \text{fitness}_{f+d} \) value then the individual with the best \( \text{fitness}_{f+d} \) is selected.

The evaluation of filters and detectors is carried out simultaneously. After producing a given number of generations, the global coevolutionary interaction is accomplished. Each individual from the current generation in the filter population is evaluated in composition with each detector from the current generation in the detector population in terms of PSNR \( \text{fitness}_{f+d} \). If more pairs achieve the best score \( \text{fitness}_{f+d} \), the pair with the least number of nodes (in sum of filter and detector), in order to minimize the number of nodes, is selected as the best pair.

If the best pair has better \( \text{fitness}_{f+d} \), then it replaces the previous pair in \( \Lambda_{\text{targets}} \); in the case of identical score, the number of used nodes is considered. The filter module of the best pair is sent to \( \Lambda_{\text{filters}} \) (where is used to evaluate detectors) and becomes the parent of a new generation in filter evolution. The detector module is sent to \( \Lambda_{\text{detectors}} \) (where is used to evaluate filters) and becomes the parent of a new generation in detector evolution. The overall scheme of interactions is shown in Fig. 4.

After producing a predefined number of generations, the target circuit can be composed of the best-evolved individuals from each population or it can be found in the archive of target circuits.

The evaluation of each module may require training data differing from training data used to evaluate the whole circuit, because each module has performed just a part of the whole task. When filters and detectors are evolved separately, some pixel evaluations are usually unnecessary if the whole training image is used. Training data for the filter module can be composed of corrupted pixels only, which can significantly reduce the computational cost of filter evaluation. This property is also considered in our experiments.

IV. EXPERIMENTAL RESULTS

This section presents benchmark problems, experimental setup and experimental evaluation of the proposed coevolutionary approach and its comparison with non-coevolutionary CGP.

A. Test Scenarios

In order to evaluate the proposed approach, five scenarios and thus five types of salt-and-pepper noise filters were designed using CGP:

- **F1**: filter evolved using standard CGP and all pixels in training image (no detector);
- **F2**: filter and detector evolved separately, filter evolved using just corrupted pixels;
- **F3**: filter and detector evolved separately, filter evolved using all pixels in training image;
- **F4**: coevolved filter with detector, filter evolved using just corrupted pixels;
- **F5**: coevolved filter with detector, filter evolved using all pixels in training image.

The salt-and-pepper noise is characterized by noisy pixels with the value of either 0 or 255 (for 8-bit gray-scaled images). In order to obtain training images, the Lena image with the size of \( 256 \times 256 \) pixels was corrupted by 10%, 20%, 30%, 40% and 50% salt-and-pepper noise. The evolved filters were tested on 6 different images with the size of \( 512 \times 512 \) pixels containing the same type of noise.

B. Experimental setup

The experimental setup of CGP for filters as well as detectors is as follows: \( n_c = 8, n_r = 5, l = 8, n_i = 9, \)
\(n_o = 1, \lambda = 3\), every node has two inputs, the number of mutations per new individual is \(h = 6\) and \(\Gamma\) contains the functions from Table I.

The initial populations are randomly seeded. The archive of noise detectors is initialized with a detector containing a constant outputting circuit (255) in order to indicate all pixels as corrupted. The archive of image filters is initialized with the best filter of the first generation of the filter evolution.

The global interaction in the compositional coevolutionary design is activated every 100 generations of the filter evolution. When detectors are evolved separately, 100,000 generations of the evolution of detectors are performed. Each experiment is repeated 30 times.

C. The Size of Evolved Filters

It can be seen in Table II that filters utilizing a detector need five additional functional blocks on average regardless of design approach. Detectors contain from 2 to 11 blocks. Examples of a coevolved filter, detector and their composition into one circuit are displayed in Fig. 5.

D. The Time of Evolutionary Design

The scenarios F1 – F5 were implemented using OpenMP instructions and four individuals were evaluated simultaneously (2 + 2 while coevolving filters and detectors). In the case of coevolution, two evolutionary processes were running in parallel and synchronized for interactions.

The time of evolution is mainly affected by the size of training data (i.e. the number of pixels in the training image) and by the number of functional nodes that candidate filters utilize. Table III shows the mean time to execute 100,000 generations for scenarios F1 – F5. The time required for filters with separately evolved detectors (F2, F3) is assigned as the sum of 100,000 generations of the filter evolution and 100,000 generations of the detector evolution.

The most time-consuming design process is the coevolution of switching filters in which filters are evaluated using all corrupted and incorrupted pixels (F5). Note that independent evolutionary runs of filters and detectors have not engaged the interactions and communicaion. Furthermore, due to less number of used blocks in detectors than in filters, the detector evolution runs faster and executes more generations than the evolution of filters.

Employing just corrupted pixels for evaluation of filters reduced the mean time of evolution for images with lower noise intensities. In this case, the coevolutionary design (F4) outperforms scenario F1, because it uses less training pixels. It also outperforms scenario F2, because the evolution of filters runs faster than the evolution of detectors – therefore evolution of detectors executes less generations than the evolution of filters.

E. The Quality of Evolved Filters

The visual quality of evolved filters has been expressed in terms of PSNR. Fig. 6a shows the progress of fitness of the switching filter during one run of the independent evolution of filter and detector components (scenario F2). Fig. 6b shows that the coevolutionary approach (scenario F4) allows the

\[
\text{Filter type} \quad \begin{array}{cccccc}
\text{Noise intensity} & 10\% & 20\% & 30\% & 40\% & 50\%
\end{array} \\
\hline
F1 & 12.9 & 14.2 & 15.1 & 15.1 & 15.7 \\
F2 + F3 & 13.9±5.1 & 13.9±5.5 & 13.9±6.3 & 13.3±7.1 & 13.9±6.3 \\
F4 + F5 & 14.4±4.8 & 14.3±5.1 & 14.3±5.7 & 14.4±6.1 & 14.2±6.1 \\
\end{array}
\]

\[
\text{Filter type} \quad \begin{array}{ccccccc}
\text{Noise intensity} & 10\% & 20\% & 30\% & 40\% & 50\% & 60\% & 70\% & 80\% & 90\% & 100\%
\end{array} \\
\hline
F1 & 10.6 & 10.8 & 10.9 & 11.0 & 10.6 & 10.8 & 10.9 & 11.0 & 10.9 & 11.0 \\
F2 & 9.2 & 9.9 & 11.8 & 11.9 & 12.0 & 10.7 & 11.8 & 11.9 & 12.0 & 10.6 \\
F3 & 16.0 & 16.2 & 16.6 & 16.4 & 16.5 & 15.0 & 16.2 & 16.4 & 16.5 & 15.0 \\
F4 & 6.0 & 6.7 & 7.4 & 9.1 & 11.8 & 8.0 & 6.7 & 7.4 & 9.1 & 11.6 \\
F5 & 22.8 & 23.0 & 23.4 & 24.1 & 24.1 & 22.8 & 23.0 & 23.4 & 24.1 & 24.1 \\
\end{array}
\]
TABLE IV: The PSNR values of evolved filters calculated from 30 independent runs for each filter type and each noise intensity.

<table>
<thead>
<tr>
<th>Noise intensity</th>
<th>Filter type</th>
<th>PSNR [dB]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F1</td>
<td>F2</td>
</tr>
<tr>
<td>10 %</td>
<td>Min</td>
<td>15.4</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>31.2</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>36.9</td>
</tr>
<tr>
<td>20 %</td>
<td>Min</td>
<td>18.9</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>25.4</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>30.7</td>
</tr>
<tr>
<td>30 %</td>
<td>Min</td>
<td>27.7</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>22.3</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>27.8</td>
</tr>
<tr>
<td>40 %</td>
<td>Min</td>
<td>16.9</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>20.0</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>25.5</td>
</tr>
<tr>
<td>50 %</td>
<td>Min</td>
<td>16.2</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>19.1</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>23.1</td>
</tr>
</tbody>
</table>

(a) Independent evolutionary design of components.

(b) Coevolution of components.

Fig. 6: Fitness of a switching image filter during one run of the evolution.

TABLE IV shows the minimum, mean and maximum PSNR values of filtered images using scenarios F1 – F5. Table IV also shows the importance of using the $A_{targets}$ archive as a memory of the best-coevolved target circuit. In columns F4 and F5 there are PSNR values for switching filters which are composed of the best individuals of the last generations of coevolution. Columns F4-A and F5-A are devoted to switching filters situated in $A_{targets}$ in the end of coevolution.

In the case of coevolutionary design, switching filters composed of filters evaluated using just corrupted pixels (scenario F4) show better quality of filtering than filters evaluated using all corrupted and incorrupted pixels (scenario F5). The difference is approximately 0.6 dB for training image, 1.0 dB for test images. However, the difference is negligible for independent evolutionary design of filters and detectors (0.04 dB for training image, 0.18 dB for test images).

It can be seen that coevolved switching filters (F4-A) show comparable or even better mean PSNR in comparison to filters without a detector (F1, 1.9 dB for training image, 2.0 dB for test images) as well as to switching filters where filters and detectors are designed independently (F2, 0.7 dB for training image, 1.3 dB for test images).

Fig. 7 shows the visual quality of different test images processed using the top-ranked coevolved switching filters.

V. CONCLUSION

In this paper, a coevolutionary approach to the divide and conquer method has been presented. Interactions of modules of the target circuit have been allowed during the search process, whereas the previous approach evolved the modules separately. The composed resulting circuit then contains modules that are adapted to work together. We have shown that the compositional coevolution can improve the evolutionary design conducted by CGP. In the task of evolutionary salt-and-pepper noise filter design we obtained switching filters with higher quality of filtering (PSNR) in comparison with independent evolutionary design of filters and detectors – in average 0.7 dB for training image and 1.3 dB for test images. Furthermore, using the coevolutionary approach we obtained a speedup 1.31 times in comparison with evolutionary design of image filters without detectors.

Our future work will be devoted to the design of more complex circuits using compositional coevolutionary CGP. As the evolutionary digital circuit design using CGP has been accelerated in FPGA, our goal will be to simplify the interaction between components during coevolution in order to implement the compositional coevolution to FPGA and thus accelerate the search process.
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Fig. 7: The test images filtered using the best coevolved switching filters (one step correction).