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Abstract—Understanding the structure and function of DNA sequences represents an important area of research in modern biology. Unfortunately, analysis of such data is often complicated by the presence of mutations introduced by evolutionary processes. At the lowest scale, these usually occur in biological sequences as character substitutions, insertions or deletions (indel). They increase the time-complexity of algorithms for sequence analysis by introducing an element of uncertainty, complicating their practical usage. One class of such algorithms has been designed to search for tandem repeats with possible errors—approximate tandem repeats. This paper investigates the possibilities for hardware acceleration of approximate tandem repeat searching and describes a parametrized architecture suitable for chips with FPGA technology. The proposed architecture is able to detect tandems with both types of errors (mismatches and indels) and does not limit the length of detected tandem. A prototype of the circuit was implemented in VHDL language and synthesized for Virtex5 technology. Application on test sequences shows that the circuit is able to speed up tandem searching in orders of thousands in comparison with the best-known software method relying on suffix arrays.
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I. INTRODUCTION

A perfect tandem repeat is defined as a string with two identical substrings following each other, e.g. abedabed. Approximate tandem repeats are allowed to contain a limited number of differences between individual substrings, e.g. abedabbd. The biological and practical aspects of both types of tandem repeats in genomic DNA of numerous organisms have been the object of scientific studies for some time now. For example, the human genome consists of two sets of chromosomes, each set containing about 3 billion nucleotide basepairs that can be represented by a linear sequence of 4 symbols (A,C,G and T). About 3 percent of the nucleotide sequence is made of protein-coding sequences and associated regulatory elements (genes). The rest used to be called junk DNA until research has shown numerous biological functions residing in these areas of the sequence, which is more appropriately referred to as intergenic DNA. Much of the intergenic regions are made of repetitive sequences. These can be dispersed repeats, where the same sequence appears at seemingly random locations of the genome, or tandem repeats, where a particular sequence is repeated in tandem, a copy follows a previous copy immediately.

Tandem repeats in human and other genomes have been classified into classes based on the average size of the repeated unit as microsatellites and minisatellites, now usually referred to as Short Tandem Repeats (STR, up to a dozen basepairs) and Variable-Number Tandem Repeats (VNTR, hundreds and thousands of basepairs) [1]. Because these repeats undergo mutations more often than protein-coding genes, and because they often differ in the number of repeats between individuals, they became a tool for typing genomes, using a number of experimental techniques to detect their periodicity, length or simply the presence of a particular repeated sequence. Tandem repeats often have specific biological functions, such as involvement in gene evolution, or creating special structures in DNA and proteins. Although difficult to sequence, many tandem repeats are known today, either as isolated sequences or as subsequences of available genomes.

We have used a database of tandem repeats associated with the UCSC Human Genome Browser [2] as well as real and artificial DNA sequences in this study to provide a spectrum of repeat-containing sequences (from real repeat-rich sequences to random sequences with very few tandem repeats).

Searching for perfect tandems is a well-studied problem. The best algorithm in this area [3] achieves linear time complexity $O(n)$, where $n$ is the length of the input string. However, biological sequences often contain imperfect tandem repeats derived from perfect repeats by mutations. These mutations typically come as nucleotide (symbol) changes (mismatches), deletions or insertions (indels). Algorithms for tandem repeat searches in biological sequences are therefore modified to identify approximate tandem repeats. The metric used to evaluate similarities between substrings of tandem repeats is commonly some kind of edit distance. The simplest approaches use Hamming distance (only mismatches are considered). Levenshtein [4] distance is a much better metric for this purpose. It is defined as the minimal number of insertions, deletions and character changes needed to convert one string into another.

Because of the need to account for mismatches and indels, algorithms for approximate tandem repeat searches have higher complexity than their perfect repeat counterparts. The best direct algorithms in this area require $n.k.log(k).log(n/k)$ steps to find tandem repeats with at most $k$ errors, or as much
as \( n^2 \log(n) \) steps to identify approximate tandem repeats without limits to the number of errors. This level of time complexity can become prohibitive with large datasets or in interactive searches often used by biologists when exploring genomic DNA sequences. The goal of this work is to study the details of available methods for tandem repeat detection and the possibility of their hardware acceleration.

This paper is organized as follows: Section II describes state-of-the-art software methods for approximate tandem repeat searching. Related work in this area is summarized in section III. Section IV contains detailed description of our hardware architecture for acceleration of approximate tandem repeat searching. Evaluation of proposed architecture and its comparison with software implementation is given in section V. Conclusions are summarized in section VI.

II. ALGORITHMS FOR APPROXIMATE TANDEM DETECTION

Algorithms for approximate tandem repeat detection can be divided into distinct categories. In the first category, we place algorithms that do not limit the search to a certain number or to a certain proportion of errors in the input string [5], [6], [7]. As a rule, these algorithms use a dynamic programming matrix to achieve their goal. The best algorithm in this group [7] has time complexity of \( n^2 \log(n) \) for sequences of length \( n \). It is practical for sequences of up to several thousand bases. The second group of algorithms represents a variation on the theme to search for tandem repeats with no more than \( k \) errors [8], [9]. The most influential work in this area [8] can find all applicable approximate tandem repeats in time \( n.k \log(k) \log(n/k) \), making it applicable to very long sequences. Still, when applied to entire genomes on a single processor machine, computation can take weeks or months, depending on the value of \( k \) and the length of the analyzed sequence.

The last group comprises algorithms using heuristics to simplify searches in large databases of biological sequences [10], [11], [12], [13], [14], [15]. Typical examples are: Repeat Masker, Tandem Repeat Finder [10] and mreps [11]. These approaches are typically associated with lower sensitivity or selectivity, they limit searches to sequences of certain lengths or find only tandems with specific types of errors (mismatches or indels) [13] or specific motifs [12].

In this work we concentrate on acceleration of the best direct technique for detection of approximate tandems with \( k \)-errors [8]. It can be used alone or in combination with appropriate heuristic methods. Details of the cited approach follow.

A. Tandem detection with \( k \)-errors

The basic principle is based on the algorithm [16] for detection of perfect tandem repeats. The input string \( S \) is seen as a concatenation of two substrings \( u \) and \( v \), where \( S = uv \), \( u = s_1 \ldots s_{n/2} \), \( v = s_{n/2+1} \ldots s_n \) (for the sake of simplicity let us consider strings with lengths equal to powers of 2). The method is designed to identify all tandem repeats that span both substrings \( u \) and \( v \) (in other words they contain the middle of \( S \)). The same calculations are applied recursively to substrings \( S_1 = s_1 \ldots s_{n/2} \) a \( S_2 = s_{n/2+1} \ldots s_n \). The recursion stops when the input string is of length 1.

Depending on whether the center of the tandem repeat lies within \( u \) or \( v \), the tandem repeats are \textit{left} or \textit{right}. The procedure to find all right tandem repeats works as follows:

For all possible periods \( p = 1 \) to \( n/2 \) do:

1) \( j = n/2 + p \).
2) \textit{Forward Direction}: Find the longest prefix of \( s_j \ldots s_n \), that matches a prefix of \( s_{n/2} \ldots s_n \). Let the length of the prefix be \( l_1 \) (see figure 1).
3) \textit{Reverse Direction}: Find the longest suffix of \( s_{n/2} \ldots s_{j-1} \), that matches a suffix of \( s_1 \ldots s_{n/2-1} \).
4) If \( l_1 + l_2 \geq p \) then there is at least one tandem repeat of length \( 2p \).

Time complexity of this basic algorithm is derived as follows: Using a suffix tree or suffix array [17], the calculation of prefix \( l_1 \) and suffix \( l_2 \) can be carried out in constant time \( O(1) \). Within one iteration \( n/2 \) positions have to be traversed. The calculation is carried out for both left and right tandem repeats recursively in \( \log(n) \) steps. The overall time complexity is therefore \( n \log(n) \).

Landau et al. [8] elegantly extended the algorithm mentioned above to searching for tandem repeats with \( k \) mismatches. Let us assume that prefixes \( l_1 \) and suffixes \( l_2 \) contain up to \( k \) errors. Upon obtaining the prefix \( l_1 \), we find the longest common prefix \( k \) times, always from the end of the previous prefix incremented by one (see figure 2). The situation is similar for the suffix \( l_2 \). The positions of individual errors are stored in an auxiliary array. In the last step the set of positions is scanned for a subset that fulfills the conditions for a tandem repeat \( l_1[h] + l_2[h'] \geq p \) and \( h + h' \leq k \). Time complexity becomes \( nk \log(n/k) \).

Upon expanding the algorithm to indels it becomes necessary to calculate the longest common prefixes \( l_1 \) and suffixes \( l_2 \) by means of dynamic programming [18]. At each position of the tandem repeat global alignment has to be calculated in
is shifted into the array from left to right and then back again. The upper set of registers contains a substring of the input string named \( \alpha_1 \) and the lower set of registers contains the substring \( \alpha_2 \). The pair of comparators compares the input and output characters in \( \alpha_1 \) and \( \alpha_2 \). Depending on the state of the comparators, the unit adjusts the counter of mismatches as appropriate. Each comparator unit evaluates one tandem repeat length. Please note that the length of the array limits the possible length of detected tandems.

Fig. 4. Architecture of circuit for tandem repeat detection with \( k \) mismatches: a) comparison unit b) array of comparison units applied to each tandem length

The procedure to detect tandems with one indel and \( k \) mismatches is quite complicated. The comparator structure is replicated for every prefix and every length. The amount of resources used by the circuit grows rapidly, also because of the need to include the circuitry for evaluating the output of all the comparator units. For example, by extension of the circuit to 1 indel, the length of the array placed in single FPGA chip decreased from 1024 to 60. The authors themselves admit that this architecture is not ideal for detection of tandem repeats with indels.

In the presented work we focus on the creation of an architecture capable of detecting tandem repeats with \( k \) errors of any type (mismatch or indel). Furthermore, our architecture can detect tandem repeats of arbitrary length regardless of the number of available comparator units.

IV. HARDWARE ARCHITECTURE

The proposed architecture of the circuit for tandem repeat detection is shown in figure 5. The circuit has three main parts responsible for the three phases of computation [8] as described in Chapter II:

1) Global score calculation in a systolic array of processing elements
2) Computation of wave maximum and assembling arrays \( l_1[h] \) and \( l_2[h'] \)
3) Detection of the best tandem repeat

Parts 1) and 2) occur twice in the circuit - once for the forward direction (calculation of the common prefix \( l_1 \)) and once for the reverse direction (calculation of the common suffix \( l_2 \)). Please note that this is only the architecture of the computation core. This architecture needs to be applied in each iteration for every position of the interval \( n/2 \ldots n \). Connecting several cores to increase the parallelism of the design is left for the designer who will integrate the circuit into a specific target platform.

III. RELATED WORKS

One of the most important works in the area of hardware acceleration of approximate tandem repeat searching is [21]. The authors proposed a circuit architecture for detection of tandems with \( k \)-mismatches with an extension to detect one indel. The basic schema of the circuit (see figure 4b) is made of an array of comparator units. Each comparator unit (see figure 4a) in turn contains a pair of registers, a pair of comparators and a counter of detected errors. The input string
A. Global alignment calculation

The way calculations are carried out in hardware is similar to previously reported architectures for sequence alignment [22]. In each cycle of the clock the PE element calculates the score of one cell of the DP matrix, using the previously calculated score of three neighboring cells and two input characters (see figure 6a). Each processing element calculates the score in one column of the DP matrix and sends the intermediate results to the neighboring PE on the right. The most important difference from commonly used approaches is limiting the calculation to \(2k+1\) diagonals (the array is \(k+1\) elements long). At the beginning of calculations the elements are activated sequentially until they all process cells on the antidiagonal in parallel. In general, the calculations are carried out in bands and the highest parallelization is obtained on the antidiagonals of the DP matrix. As soon as a PE reaches the last diagonal, it continues calculations on the first diagonal of the next band (see figure 6b).

Please note that while in software implementations the calculation of global alignment is accelerated via operations on a suffix array, in hardware this is achieved by sequential calculation of as many antidiagonals as are needed to detect prefixes/suffixes with up to \(k\) errors. Finding a suffix array solution in hardware is still an open problem.

B. Calculating the wave maximum

In each step the PE elements process one antidiagonal of the DP matrix. Scores generated on PE outputs therefore represent the scores on the DP matrix antidiagonal. The maximum on the wave can then be calculated as follows: (1) Calculate the minimal score on antidiagonals (minimum of the PE outputs), (2) if the minimum changes from \(k\) to \(k+1\) while traversing from antidiagonal \(i\) to \(i+1\), then maximum of the wave for \(k\) errors has been reached on antidiagonal \(i\). The function of this circuit can be easily demonstrated on figure 3. The maximum of the wave for 2 errors lies on the eight antidiagonal. This maximum corresponds to the minimum of all scores on this antidiagonal. Other waves are solved in a similar manner.

C. Tandem detection

The role of the circuit is to detect whether there is a tandem satisfying the conditions \(l_1[h] + l_2[h'] \geq p\) and \(h + h' \leq k\) between the calculated prefix \((l_1)\) and suffix \((l_2)\). Also, if more tandems are detected at the same position, the one with the minimal number of errors is chosen. To select the tandem repeat with the lowest number of errors, the tandem condition has to be tested for positions corresponding to \(0, 1, \ldots k\) errors. Table I shows all indexes of \(l_1\) and \(l_2\) arrays that need to be evaluated for a given number of errors.

The circuit architecture is made of an array of \(k+1\) comparator units which for each pair of positions \(a\) and \(b\) evaluates whether the analyzed sequence fulfills the condition for a tandem repeat \(a+b \geq p\). Input values of wave maximum in forward direction \(l_1[h]\) are shifted into the first register array from left to right. Input values of wave maximum in the reverse direction \(l_2[h']\) are shifted into the second register array in...
opposite direction. As soon as the values from both arrays meet each other (somewhere in the center), the calculation starts. Arrival of next values triggers evaluation of next number of errors. All positions referenced in Table I are compared and the tandem repeat with the lowest number of errors is labelled on the output.

Fig. 8. Architecture of circuit for tandem detection: a) organization of comparison units, b) detailed architecture of comparison unit

The entire calculation of one iteration is finished when the prefix and suffix with at most $k$ errors is detected (output Max Score on Wave). The control logic detects this state and gets ready for the next iteration.

Please note that the proposed architecture does not limit the length of the detected tandem repeat. Moreover it is capable of detecting tandem repeats with both types of errors (mismatches and indels). The proposed architecture creates a general framework for tandem repeat detection that can be fine-tuned by a set of generic parameters: the number of errors $k$ or data width characteristics (input symbols, score values and positions in string). Using configurable FPGA technology all these parameters can be set at the time of synthesis and thus optimize the resulting circuit for the amount of resources used as well as working frequency.

**V. Evaluation and Results**

The goal of this chapter is to compare the algorithm implemented in software (SW) and the proposed hardware architecture (HW) in terms of performance. As the basic metric for this comparison the number of iterations computed in unit time is chosen. In this context, a single iteration represents the three core phases of the algorithm: calculating forward and reverse prefixes/suffixes by global alignment, calculating the wave maximum and tandem repeat detection with the minimum number of errors. As the algorithm software implementation and its performance characteristics are not available as free, we implemented the algorithm core described in Chapter II in the C programming language. To calculate the suffix array and find the longest common prefix, we used available optimized libraries [23], [24]. The program has been tested on a computer equipped with an Intel Core2 Duo E8400 3GHz processor and 2GB of RAM. To evaluate computation speed we ran 1 million iterations and calculated the average number of iterations per second. The results for different values of $k$ are presented in Table II.

To ensure, that our SW implementation has appropriate performance characteristics, we converted the measured computation times to the number of operations per unit time, where single operation corresponds to LCP or DP rule application. This performance achieves roughly 20 millions operations per second for sufficiently high values of $k$ (for small values of $k$ the overhead of other algorithm parts is more noticeable).

Implementations of similar algorithms, such as approximate string matching (ASM) usually achieve performance between 25 and 40 millions operation per second (for a 3GHz Xeon processor [25]). However, since ASM is based on simpler operations (only DP rules are used) we consider our implementation to be satisfactory, close enough to the theoretical maximum.

When comparing the speed of SW and HW computation, we need to take into account the use of different implementations of sequence alignment. While the SW implementation uses a suffix array, the HW architecture calculates the global alignment by dynamic programming. Please note, that SW always carries out the same number of operations to get the global alignment (dependent on $k$) regardless of the input sequence. The number of steps in the hardware implementation, on the other hand, will depend on the number of processed antidiagonals before $k$ errors are reached. The number of steps in hardware will therefore be higher in sequences with a low proportion of errors. In the best case (every symbol introduces an error), the HW implementation will go through $2k+1$ steps. In the worst case (the sequence contains $n$ symbols of the same kind), the HW implementation will carry out $n$ steps. To evaluate the HW implementation in regards to its intended real-life use, we decided to determine the number of steps necessary on different types of real-life and model sequences. The testing set included the following sequences:

1. Random sequence of 10k bases (all four symbols generated with equal probability)
2. Common DNA sequences. 100 randomly chosen segments of 1000 bases from chromosome Y of the human genome. Chromosome Y has a higher content of repeats (about 61%)
3. DNA sequences made solely of VNTRs (period 6 and more) and STRs (period 2-5 symbols). We have randomly chosen 100 segments from chromosome Y for each type

For each group of sequences we measured the number of steps $l$ carried out by the HW implementation and averaged

<table>
<thead>
<tr>
<th>0</th>
<th>1</th>
<th>2</th>
<th>\ldots</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_0$, $h_0'$</td>
<td>$h_0$, $h_1$</td>
<td>$h_0$, $h_2$</td>
<td>\ldots</td>
<td>$h_0$, $h_k$</td>
</tr>
<tr>
<td>$h_1$, $h_0$</td>
<td>$h_1$, $h_1$</td>
<td>$h_1$, $h_2$</td>
<td>\ldots</td>
<td>$h_1$, $h_{k-1}$</td>
</tr>
<tr>
<td>$h_2$, $h_0$</td>
<td>$h_2$, $h_0$</td>
<td>$h_2$, $h_2$</td>
<td>\ldots</td>
<td>$h_2$, $h_{k-2}$</td>
</tr>
<tr>
<td>\ldots</td>
<td>\ldots</td>
<td>\ldots</td>
<td>\ldots</td>
<td>\ldots</td>
</tr>
<tr>
<td>$h_k$, $h_0$</td>
<td>$h_k$, $h_1$</td>
<td>$h_k$, $h_2$</td>
<td>\ldots</td>
<td>$h_k$, $h_k$</td>
</tr>
</tbody>
</table>

**TABLE I**

**LIST OF INDEXES OF $l_1$ AND $l_2$ ARRAYS TO BE COMPARED FOR DETECTION OF TANDEM WITH THE LOWEST NUMBER OF ERRORS**
the number over all sequences in the group. The resulting graph of the dependency between $k$ and $l$ is shown in figure 9. As expected, the lowest number of steps was necessary for a random sequence and only fractionally more steps for common DNA. Sequences containing repeats contained longer common prefixes and suffixes causing $l$ to be higher. This effect was more pronounced in the sequences with STR repeats. Because the dependency between $l$ and $k$ is very close to being linear, we only consider the slope $r = l/k$ of the relationships to evaluate HW performance. The slope is 3.6 for random sequences, 4.0 for DNA, 5.1 for VNTR and 10.4 for STR.

Let us now derive the true number of steps in HW necessary to finish one iteration. The number of clock cycles needed to calculate the global alignment will be, on average, $l = r.k$. All the other parts of the circuit work in pipelined manner, up to the moment the end of calculation is detected by the Max wave score unit when $k$ errors are reached. Upon complete pipelining of the Max wave score unit, it will take $\log(k + 1)$ cycles to detect the end of calculation, so that new iteration can begin. The average time for one iteration will therefore be $l + \log(k + 1)$ cycles. Please note, that the computation can be terminated sooner, e.g. if a tandem repeat with less than $k$ errors is presented in the input sequence, then Tandem detection circuit can announce such occurrence before all $l$ steps are executed. However this optimization can be performed at SW level as well. To avoid irregularities in algorithm structure, we exclude such mechanism from our algorithm.

The proposed architecture was implemented in the VHDL language. The code is well written, but not strongly optimized. As target FPGA chip we used Virtex 5 xc5vlx330t speedgrade -2. Synthesis was carried out using Xilinx ISE tools. The resulting amount of utilized resources and the working frequency (after Place and Route process) for selected number of errors $k$ are given in Table II. Based on the derived number of steps in HW, we calculated the number of iterations achievable per second. The amount of utilized resources clearly shows we can place several units on one chip and further increase the degree of parallelization. We therefore also present an estimate of the number of arrays that can be place on the chip to estimate the overall speedup.

With respect to the results shown in Table II, we can conclude:

- The amount of necessary resources grows linearly with increasing $k$. However, it contains a hidden logarithmic component introduced by the generic setting of data width for score value distribution. This is demonstrated by saving resources in the block to calculate wave maximum (see Chapter IV). From the increase in resource utilization we estimate that Virtex5 chip can hold an array for detection of tandems with about 500 errors.
- For higher values of $k$ we can see a tendency for lower working frequency. This decrease is caused by the increasing length of busses supplying the PE array with new symbols from the computation matrix column. This effect can be eliminated by increasing the amount of resources used (for example by prefetching strings or their parts into the register array).
- Performance of the SW implementation running on the CPU has a quadratic relationship to $k$, since it must carry out $k^2$ steps to calculate the global alignments. The performance of the HW circuit decreases linearly, because all diagonals are processed in parallel and $l$ only grows linearly with increasing $k$. For higher values of $k$, the effect of lower working frequency enters the equation.
- To compare performance of a program running on the CPU and a HW circuit in FPGA, the speedup per array lies between 80 and 873. Using the available resources on the chip we can create more arrays and thus increase the parallelism and speed of computation. The number of arrays that can be created in this manner can reach up to 271, depending on the value of $k$. For the sake of simplicity, we only approximated the number of arrays with respect to the amount of available resources. In real implementation, it is necessary to include circuits distributing input data to individual arrays, blocks controlling DMA operations and other characteristics of the specific target platform.
- The overall speedup decreases with the decreasing number of arrays on the chip and lies between 2 441 and 28 255. These HW performance values are based on the assumption that searches are done on DNA sequences. In the case of searching repeat-rich sequences, like those of VNTR or STR, the number of steps in HW increases and speedup needs to be adjusted according to the following table:

The overall speedup is in the order of thousands in respect to the SW algorithm using suffix arrays.

VI. CONCLUSIONS

In this work we proposed a new architecture for detection of approximate tandem repeats in DNA sequences. This ar-

![Figure 9. Characteristics of the number of computation steps performed in the HW circuit based on the number of detected errors $k$, for different types of sequences](image)
Architecture allows us to search for tandem repeats with both types of errors (mismatches and indels) and does not limit the length of the tandem repeat. With the increasing number of tolerated errors, the amount of resources used by the circuit only grows linearly. We implemented the proposed architecture on a Virtex 5 FPGA chip and compared the performance of this implementation to the best available solution in software, based on suffix arrays. The obtained speedup on a single FPGA chip with several instances of this architecture reaches thousands, compared to software running on a 3GHz processor.

Further development and improvements of HW architectures will to a certain level depend on the development of general algorithms for software implementations. For some time it has been assumed that algorithms for detection of tandem repeats cannot be improved. The most cited algorithms in this respect were the algorithm for perfect tandem repeats [16] with time complexity $n \log{n}$ and the algorithm for approximate tandem repeats [8] with time complexity $n.k\log{k}.\log(n/k)$. However, in 2004, a new approach has been published [3], allowing to find perfect tandems in linear time. A corresponding algorithm for approximate tandems has not been described so far. It will be interesting to follow future developments in this area and study the possibility to accelerate the new approaches using FPGA technology.

Our increasing ability to utilize hardware acceleration to manipulate and analyze huge amounts of biological sequence data for similarities and occurrence of patterns becomes important in the light of the rapid developments in sequencing technology taking place today. While it took a decade to decipher the first human genome, next-generation sequencing methods and new methods under development, (single-molecule sequencing and nanopore sequencing of DNA) are aiming at generating billions of bases per minute at a cost of hundreds of dollars at most. For example the newest sequencing machine from Helicos contains a two-processor server connected by fiber-optics to the sequencing microscope just to process the raw data in real-time and sequencing is seen as a future method of choice for personal genomics and a number of medical diagnostic procedures. Even with smaller datasets, users have an increasing need to browse the available data in real time. Hardware acceleration techniques such as the one proposed in this paper may well be the best choice to handle the speed requirements and ever increasing volume of biological sequence data generated by sequencing centers world-wide.
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