HARD DISK DRIVES — CONCEPTS

Track density
This is a measure of how tightly the concentricksaon the disk are packed: how many

tracks can be placed down in inch of radius orpth#ers. For example, if we have a platter
that is 3.74" in diameter, that's about 1.87 incii&e inner portiomf the platter is where the
spindle is, and the very outside of the plattertdaused either. About 1.2 inches of length
along the radius is usable for storage. If in #rabunt of space the hard disk has 22,000
tracks, the track density of the drive would beragpnately 18,333 tracks per inch (TPI).

Linear (recording) density
The density of bits recorded into track.

Areal density
Taking the product of these two values yields theets areal density, measured in bits per

square inch. If the maximum linear density of thigelabove is 300,000 bits per inch of
track, its maximum areal density would be 5,500,000 bits per square inch, or in more
convenient notation, 5.5 GbitsfiThe newest drives have areal densities exceeding 10
Gbits/irf, and in the lab IBM in 1999 reached 35.3 Gbifs/B24,000 BP!I linear density, and
67,300 TPI track density! In contrast, the first R&d disk had an areal density of about
0.004 Ghits/ifl

Areal density is a two-dimensional measure calculat by multiplying two linear
measures: recording density (bit density) and tracldensity. Areal density, sometimes

also (imprecisely) calledit density or even justlensity, refers to the amount of data that can
be stored in a given amountlodird disk platter space It is one of the most important
indicators of overall hard disk performance, thoogk that outside the PC enthusiast
community is sadly under-discussed.

Areal density is strongly correlated to tin@nsfer rate specificationsof a drive.The higher
the drive's areal density in generalthe higher its transfer rates will be however, most of
the improvement in transfer rate is due to incre@sbit density, not track density. (When
more bits are in a given length of track, the heaitlgead more data in a unit of time,
assuming the spindle speed is constant.) If diévehas an areal density 5% lower than that
of drive "B", but its bit density is 10% higherwill have a higher transfer rate than drive
"B".

Both bit density and track density have an impacpaositioning performance. Increases in
either one allow the data on the hard disk to beegtphysically closer together on the disk.
This reduces the distance that the read/write heads seek to find different files on the disk,
slightly improving seek time. Do keep in mind thbugat the improvements here are
relatively small compared to the impact areal dgrsas on transfer rates. Also,
improvements only in track density don't do a toimhprove performance.

Areal density specifications are usuathgiximum specifications; look for the magic "M word"
near the spec. The areal density will only be i in certain regions of the disk. Modern
drives use zoned bit recording to allow the arealsity not to vary too greatly over the
surface of the platter, but density will still big/lwer or lower in different parts of the disk.



There's also a "rough cut" areal density measuravaanly used when talking about hard
drives or comparing one generation of drives talaro Often, the total formatted capacity of
the disk will be divided by the number of platteasd the density of the drive discussed in
terms of "GB per platter”. For example, the 30 GBxtbr DiamondMax Plus 40 is a three-
platter drive; it's rough density then is 10 GBtj@g and that applies to all the members of
that family. The IBM GXP75 family is 15 GB/platteand so on.

This is a convenient short-hand and is useful wdiscussing drives, just keep in mind its
limitations. For starters, it's rather crude, &adnly good for contrasting different generations
of drives with big differences in density. Secomdplied in the "GB/platter" measure is the
size of each platter. A 10 GB/platter drive with'2platters hasnuch higher density than a 10
GB/platter drive using 3.5" platters. Also, someés use only one side of one their platters.
The 15 GB DiamondMax Plus 40 for example uses thatigys but only three of the four
surfaces, so it is still a 10 GB/platter drive, idd GB/platter. (A better measure would be
"GB persurface, but nobody seems to use that since most drivebath sides of each
platter.)

The primary factors that influence areal densitycsjications are those that relate to data and
recording: this means thall the factors discussed in this section are releviaistalso
influenced by the design and speed of the spindi®mfaster motors may require density to
be reduced for reliability reasons.

One way that capacity and speed have been impmvéard disks over time is by improving
the utilization of the larger, outer tracks of thek. The first hard disks were rather primitive

affairs and their controllers couldn't handle cocgiked arrangements that changed between
tracks. As a result, every track had the same nuoflteectors. The standard for the first hard
disks was 17 sectors per track.

Of course, the tracks are concentric circles, apdbhes on the outside of the platter are much
larger than the ones on the inside--typically deuhk circumference or more. Since there is a
constraint on how tight the inner circles can bekpd with bits, they were packed as tight as
was practically possible given the state of techgpl and then the outer circles were set to
use the same number of sectors by reducing theitlebiity. This means that the outer tracks
were greatly underutilized, because in theory ttmyld hold many more sectors given the
same linear bit density limitations.

To eliminate this wasted space, modern hard diskday a technique callembned bit
recording (ZBR), also sometimes calledultiple zone recording or even juskone recording.
With this technique, tracks are grouped into zdyeesed on their distance from the center of
the disk, and each zone is assigned a number wirsqxer track. As you move from the
innermost part of the disk to the outer edge, yawearthrough different zones, each
containing more sectors per track than the onereeldis allows for more efficient use of
the larger tracks on the outside of the disk.



Write Precompensation

This is a relic from the mid-80s. Older disks thaé the same number of sectors for every
track sometimes required an adjustment to be méile writing, beginning at a certain track
number, and this setting was that value.

Modern IDE/ATA and SCSI drives have built-in intg#nt controllers that take care of these
sorts of adjustments (and many more) automaticéhlis setting should normally be set to -1,
0 or 65535 (the largest value it can support) catever value the autodetection sets. Which

of these "bogus" values your BIOS uses to meanétiseno write precompensation value for
this drive" depends on the BIOS. The number itiséljnored by the drive in any event.

Write precompensation

Using a stronger magnetic field to write data iotses that are closer to the center of the disk.
In CAV recording, in which the disk spins at a dams$ speed, the sectors closest to the
spindle are packed tighter than the outer sectors.

One of the hard disk parameters stored in a PC'®E&khemory is the WPcom number,
which is the track where precompensation begins.B3S setup.

Reduced Write Current

In older hard drives, there were the same numbsgecibrs near the center of the platter or
disk as there was in the outer tracks. To getaneesnumber of bits in each sector, the bits
had to be placed closer together in the centekdradsing the same magnetic current to write
information to the center tracks sometimes affeeidjdcent data. To solve this problem, a
method was devised that reduced the current dsethds got closer to the center.



Cylinder and Head Skew

Sector interleaving was once used on older hatkddsensure that the sectors were
efficiently spaced on the track. This was needeshure that sector #2 didn't rotate past the
head while sector #1 was being processed. Thedpghkd disk controllers on modern drives
are now fast enough that they no longer are a pedioce-limiting factor in how the sectors
on the disk are arranged. However, there are alilay issues within the drive that require
spacing to be optimized in even the fastest driseemaximize performance. And unlike the
interleaving situation, these delagr® caused by electromechanical concerrand are
therefore likely to be with us for as long as hdrges use their current general design.

The first issue is the delay in time incurred wikeiitching between cylinders on the hard
disk, called appropriately enough, cylinder switiche. Let's imagine that we "lined up" all of
the tracks on a platter so that the first sectoeach track started at the same position on the
disk. Now let's say that we want to read the emtingtents of two consecutive tracks, a fairly
common thing to need to do. We read all the sedbiick #1 (in sequence, since we can
use a 1:1 interleave) and then switch to tracko#adrt reading it at its first sector.

The problem here is that it takes time to physycalbve the heads to track #2. In fact, it
often takes a millisecond or more. Let's consideroalern 10,000 RPM drive. The IBM
Ultrastar 72ZX has a specification of only 0.6 mélconds for seeking from one track to an
adjacent one. That's actually quite fast by todstgadards. But consider that in that amount
of time, a 10,000 RPM drive will perform approxiraigt10% of a complete revolution of the
platters! If sector #1 on track #2 is lined up wstttor #1 on track #1, it will be long gone by
the time we switch from track #1 to track #2. Weée to wait for the remaining 90% of a
revolution of the platters to do the next readigaderformance penalty. This problem isn't as
bad as the interleave one was, because it occlysvben changing tracks, and not every
sector. But it's still bad, and it's avoidable.

The issue is avoided by offsetting the start seat@djacent tracks to minimize the likely
wait time (rotational latency) when switching tracKhis is calleatylinder skew. Let's say

that in the particular zone where tracks #1 andrg?there are 450 sectors per track. If 10%
of the disk spins by on a track-to-track seek, &&a's go past. Allowing some room for error
and controller overhead, perhaps the design enginezuld shift each track so that sector #1
of track #2 was adjacent to sector #51 of trackSttilarly, sector #1 of track #3 would be
adjacent to sector #51 of track #2 (and hencecadjao sector #101 of track #1). And so on.
By doing this, we can read multiple adjacent tragksially seamlessly, and with no
performance hit due to unnecessary platter rotation

The same problem, only to a lesser degree, ocdues we change heads within a cylinder.
Here there is no physical movement, but it stkestime for the switch to be made from
reading another, so it makes sense to offset #nessctor of tracks within the same cylinder
so that after reading from the first head/trackim cylinder, we can switch to the next one
without losing our "pace”. This is callégad skew. Since switching heads takes much less
time than switching cylinders, head skew usuallynsea smaller number of sectors being
offset than cylinder skew does.



These two diagrams illustrate the concept of c@mdnd head skew. Assume that these
platters spin counter-clockwise (as seen from y@mtage point) and that they are adjacent to
each other (they might be the two surfaces of #mesplatter.) They each have a cylinder
skew of three, meaning that adjacent tracks asebdlly three sectors. In addition, the platter
on the right has a head skew of one relative tatteeon the left. (Of course, real drives have
thousands of tracks with hundreds of sectors each.)

Both cylinder and head skew must be simultanedlasigriaid” onto all the tracks of the hard
disk, resulting in a "two-dimensional pattern” ofts, with different offsets being applied
depending on the specific timing characteristicthefdisk. The layout of the tracks is
adjusted to account for cylinder skew and head skased on the way the designers intend
the hard disk to store sequential data. All ofdbatails are taken care of by the controller.
This is one reason why having integrated, dedicatedfive electronics on the disk itself, is
such a good idea. No universal, external controllezould possibly know how to take all
these hard disk characteristics and performance ragrements into account.

Sector Format and Structure

The basic unit of data storage on a hard diskasdttor. The name "sector" comes from the
mathematical term, which refers to a "pie-shapedjusar section of a circle, bounded on two
sides by radii and the third by the perimeter efthrcle. On a hard disk containing concentric
circular tracks, that shape would define a sedt@ach track of the platter surface that it
intercepted. This is what is calledextor in the hard disk world: a small segment along the
length of a track. At one time, all hard disks ttiael same number of sectors per track, and in
fact, the number of sectors in each track wasyfatdndard between modeloday's

advances have allowed the number of sectors per tla ("SPT") to vary significantly

(Zoned Bit Recording).

In the PC world, each sector of a hard disk care€i@2 bytes of user data. (There are some
disks where this number can be modified, but 51Basstandard, and found on virtually all
hard drives by default.) Each sector, however,alstinolds much more than 512 bytes of
information. Additional bytes are needed for cohstouctures and other information
necessary to manage the drive, locate data andrpedther "support functions”. The exact
details of how a sector is structured depends emltive model and manufacturer. However,
the contents of a sector usually include the folhgrgeneral elements:



« ID Information: Conventionally, space is left in each sector emtdy the sector's
number and location. This is used for locatinggletor on the disk. Also included in
this area is status information about the sector eikample, a bit is commonly used to
indicate if the sector has been marked defectideramapped.

« Synchronization Fields: These are used internally by the drive contrdbeguide the
read process.

- Data: The actual data in the sector.

- ECC: Error correcting code is used to ensure dataliyeg

« Gaps: One or more "spacers" added as necessary to tep#nar areas of the sector,
or provide time for the controller to process wibh&ias read before reading more bits.

Note: In addition to the sectors, each containing temg above, space on each track is also
used forservo information (on embedded servo drives, which is the desigd bgall
modern units).

The amount of space taken up by each sector fohead items is important, because the
more bits used for "management”, the fewer ovénall can be used for data. Therefore, hard
disk manufacturers strive to reduce the amounbaofumser-data information that must be
stored on the disk. The teriormat efficiency refers to the percentage of bits on each disk that
are used for data, as opposed to "other thing®'.higher the format efficiency of a drive, the
better (but don't expect to find statistics on thisyour favorite drive easy to find!)

One of the most important improvements in sectonéd was IBM's creation of théo-1D
Format in the mid-1990s. The idea behind this innovaibetrayed by the name: the ID
fields are removed from the sector format. Instefddbeling each sector within the sector
header itselfa format map is stored in memory and referenced whea sector must be
located This map also contains information about whatwsdave been marked bad and
relocated, where the sectors are relative to tb&tilon of servo information, and so on. Not
only does this improve format efficiency, allowiog to 10% more data to be stored on the
surface of each platter, it also improves perforceasince this critical positioning
information is present in high-speed memory, it baraccessed much more quickly.
"Detours" in chasing down remapped sectors aredilsonated.

Formatting and Capacity

Most PC users are familiar with the concept thiadua disk--in fact, all storage media--must
be formatted before it can be used. There is ussalhe confusion, however, regarding
exactly what formatting means and what it doess Thexacerbated by the fact that modern
hard disks are not formatted in the same way tliler @nes were, and also the fact that the
utilities used for formatting behave differently @hacting on hard disks than when used for
floppy disks.

This section takes a look at issues surroundinigfdisnatting and capacity, discusses
unformatted and formatted hard disk capacity, aoétd briefly at formatting utilities.

Two Formatting Steps

Many PC users don't realize that formatting a likst isn't done in a single step. In fact,
three steps are involved:



1. Low-Level Formatting: This is the "true" formatting process for the diklcreates
the physical structures (tracks, sectors, contifoirimation) on the hard disk.
Normally, this step begins with the hard disk @edt"'clean”, containing no
information.

2. Partitioning: This process divides the disk into logical "piedbsit become different
hard disk volumes (drive letters). This is an opegasystem function (fdisk).

3. High-Level Formatting: This final step is also an operating-system-leaehmand.

It defines the logical structures on the partitzomd places at the start of the disk any
necessary operating system files.

As you can see, two of the three steps are "fomggitand this dual use of the word is a big
part of what leads to a lot of confusion when #ret "formatting” is used. Another strange
artifact of history is that the DOS "FORMAT" comntabehaves differently when it is used
on a hard disk than when it is used on a flopplk.dtoppy disks have simple, standard
geometry and cannot be partitioned, so the FORM&Whroand is programmed to
automatically both low-level and high-level fornaatioppy disk, if necessary. For hard disks,
however, FORMAT will only do a high-level formatolw-level formatting is performed by
the controller for older drives, and at the factfmynewer drives.

Low-Level Formatting

Low-level formatting is the process of outlining the positions of ttaeks and sectors on the
hard disk, and writing the control structures tihefine where the tracks and sectors are. This
is often called a "true" formatting operation, bhesait really creates the physical format that
defines where the data is stored on the disk. iFsetime that a low-level format ("LLF") is
performed on a hard disk, the disk's platters statrempty. That's the last time the platters
will be empty for the life of the drive. If an LLIE done on a disk with data on it already, the
data is permanently erased (save heroic data recoveasures which are sometimes
possible).

If you've explored other areas of this materialkdiésng hard disks, you have learned that
modern hard disks are much more precisely designdduilt, and much more complicated
than older disks. Older disks had the same numiezadors per track, and did not use
dedicated controllers. It was necessary for theragl controller to do the low-level format,
and quite easy to describe the geometry of theedadthe controller so it could do the LLF.
Newer disks use many complex internal structureduding zoned bit recording to put more
sectors on the outer tracks than the inner onesearbedded servo data to control the head
actuator. They also transparently map out bad sedbme to this complexity, all modern hard
disks are low-level formatted at the factory foe thie of the drive. There's no way for the PC
to do an LLF on a modern IDE/ATA or SCSI hard diskd there's no reason to try to do so.

Older drives needed to be re-low-level-formattedasnally because of the thermal
expansion problems associated with using stepp@rrmaoctuators. Over time, the tracks on
the platters would move relative to where the heaghected them to be, and errors would
result. These could be corrected by doing a lovellé&rmat, rewriting the tracks in the new
positions that the stepper motor moved the headkhis is totally unnecessary with modern
voice-coil-actuated hard disks.

Warning: You should never attempt to do a low-level formatan IDE/ATA or SCSI hard
disk. Do not try to use BIOS-based low-level fortimag tools on these newer drives. It's



unlikely that you will damage anything if you try ¢lo this (since the drive controller is
programmed to ignore any such LLF attempts), bbeat you will be wasting your time.

High-Level Formatting

After low-level formatting is complete, we haveiakdwith tracks and sectors--but nothing
written on themHigh-level formatting is the process of writing the file system struesuon

the disk that let the disk be used for storing paats and data. If you are using DOS, for
example, the DOS format command performs this wwrking such structures as the master
boot record and file allocation tables to the disigh-level formatting is done after the hard
disk has been patrtitioned, even if only one partiis to be used. See here for a full
description of DOS structure, also used for Wind@wsand Windows 9x systems.

The distinction between high-level formatting andHlevel formatting is important. It is not
necessary to low-level format a disk to erase litigh-level format will suffice for most
purposes; by wiping out the control structuresanitng new ones, the old information is

lost and the disk appears as new. (Much of thelatd is still on the disk, but the access paths
to it have been wiped out.)

Different operating systems use different high-légemat programs, because they use
different file systems. However, the low-level famwhich is the real place where tracks and
sectors are recorded, is the same.

Seek Time

Theseek time of a hard disk measures the amount of time redquoethe read/write heads to
move between tracks over the surfaces of the pdat&eek time is one of the most commonly
discussed metrics for hard disks, ani@ tine of the most important positioning performance
specifications. However, using this number to comaphives can be somewhat fraught with
danger. Alright, that's a bit melodramatic; nobedyding to get hurt or anything. :*) Still, to
use seek time properly, we must figure out exagtigt it means.

Switching between tracks requires the head acttatmove the head arms physically, which
being a mechanical process, takes a specific anuduimhe. The amount of time required to
switch between two tracks depends on the distaetveden the tracks. However, there is a
certain amount of "overhead" involved in track shihg, so the relationship is not linear. It
does not take double the time to switch from trac¢k track 3 that it does to switch from
track 1 to track 2, much as a trip to the drugesbmiles away does not take double the time
of a trip to the grocery store 1 mile away, when ywlude the overhead of getting into the
car, starting it, etc.

Seek time is normally expressed in millisecondsnjcmnly abbreviated "msec" or "ms"),
with average seek times for most modern drivesytada rather tight range of 8 to 10 ms. Of
course, in the modern PC, a millisecond ig@ermous amount of time: your system memory
has speed measured in nanoseconds, for examplen{thoa times smaller). A 1 GHz
processor can (theoretically) execute over ondaniihstructions in a millisecond!
Obviously, even small reductions in seek timesreanlt in improvements in overall system
performance, because the rest of the system is siittng and waiting for the hard disk
during this time. It is for this reason that seieketis usually considered one of the most
important hard disk performance specifications. 8a@ansider it the most important.



At one point many years ago seek times were dlfftouuse because manufacturers wouldn't
agree on a standardized way of reporting them. y,atles has largely been corrected. While
seek time is usually given as a single numberaah there are three different seek time
specifications you should examine for a drive hesyt represent the drive's performance when
doing different types of seeks:

« Average: As discussed, this is meant to represent an ae@gk time from one
random track (cylinder) to any other. This is thestcommon seek time metric, and
is usually 8 to 10 ms, though older drives had nmtugher numbers, and top-of-the-
line SCSI drives are now down to as low as 4 ms!

« Track-to-Track: This is the amount of time that is required tokdeetween adjacent
tracks. This is similar in concept (but not exatklg same as) the track switch time
and is usually around 1 ms. (Incidentally, gettimg figure without at least two
significant digits is pretty meaningless; don'tggmc'l ms" for an answer, get the
number after the decimal point! Otherwise everyealwill probably round off to "1
ms".)

« Full Stroke: This number is the amount of time to seek thaentidth of the disk,
from the innermost track to the outermost. Thigfisourse the largest number,
typically being in the 15 to 20 ms range. In sonaysy combining this number with
the average seek time represents the way the wiiMeehave when it is close to
being full.

While | believe that seek time is a very importgpécification, | have become somewhat
cynical in the last few years regarding the amaiiatttention paid to it. The reason is that
there is so little difference between the seek specs of most comparable drives in any
given class or category. For example, almost di/ATA 7200 RPM drives shipping in 2000
had an average seek time specification of 8.0p8%0 milliseconds. This doesn't leave a lot
to work with. However, at the same time, we muatize that of the four components that
comprise the drive's access time, if you are comgawo drives of the same class and
spindle speed, only seek time will differ much bet¢w them. So this small differential may
be the only thing to distinguish drives; and srdéfierences are what you are likely to see.
(Larger discrepancies though, directly translate oftenvery noticeable differences in
performance. A drive with a 5 ms seek time will gextly blow the doors off one with a seek
time of 8.0 to 9.0 ms in random positioning tasidsich is why these fast drives are preferred
for servers and other multi-user environments.)

To really put seek time in proper context, it sldooé remembered that it is the largest
component of access time, which is the compositeicrtbat best represents positioning
performance. However, it is only one component, thiede is at one that is of at least equal
importance. Also, bear in mind that seek timesaaeeages that make certain assumptions of
how the disk will be used.

Note: Some manufacturers include settle time as pahedf seek time specification. Since
settle time is relatively small this doesn't realhange the seek time numbers much.
Settle Time

The settle time specification (sometimes callsettling time) refers to the amount of time
required, after the actuator has moved the heaahd®g during a seek, for the heads to



stabilize sufficiently for the data to begin toread. Since it is a component of access time
and therefore part of the time required to posifmmreading a random file, I include it here
for completeness. However, since settle time islisgo short (typically less than 0.1 msec)
it is dwarfed in importance by seek time and rotadi latency, and differences between
drives in this regard are not really significandn®& manufacturers do not even bother to
specify settle time, and some just lump it in vadek time.

Settle time, like seek time, is a function of thmive's actuator characteristics.

Command Overhead Time

Command overhead refers to the time that elapses from when a condnsagiven to the hard
disk until something actually starts happeninguifilf the command. In a way, it's sort of like
a "reaction time" for the disk. Consider when yeuwlriving a car and a streetlight suddenly
turns red; your "command overhead" is the time étegpses from when the light changes,
until your foot starts to move toward the brakegled

Like settle time, command overhead is a componkeat@ess time and thus part of the overall
equation of random positioning performance. Alke kettle time, it is generally very small
and not highly variable between drive designss generally around 0.5 ms for pretty much
all modern drives and therefore not something tbaiires a lot of attention. Also like settle
time, it is sometimes not even specified separdtelyn seek time but rather "lumped in" with
it. It is dominated by seek time and rotationatiety in the overall positioning performance
picture.

Command overhead influenced primarily by the design of the disk'sntegrated
controller, and to some extent, the nature of the interfaee which of course is a major
influence on the design of the controller!)

Latency

The hard disk platters are spinning around at bged, and the spin speed is not
synchronized to the process that moves the redd/iveads to the correct cylinder on a
random access on the hard disk. Therefore, atrtieethat the heads arrive at the correct
cylinder, the actual sector that is needed maynlye/ere. After the actuator assembly has
completed its seek to the correct track, the dmwest wait for the correct sector to come
around to where the read/write heads are located.tiime is calledatency. Latency is
directly related to the spindle speed of the damd such is influenced solely by the drive's
spindle chatacteristics.

Conceptually, latency is rather simple to undewtarns also easy to calculate. The faster the
disk is spinning, the quicker the correct sectdl netate under the heads, and the lower
latency will be. Sometimes the sector will be &t jilne right spot when the seek is completed,
and the latency for that access will be close to.zZéometimes the needed sector will have
just passed the head and in this "worst case'l] eotation will be needed before the sector
can be read. On average, latency will be halfithe it takes for a full rotation of the disk.
This table shows the latency for the most commad bk spindle speeds:
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3,600 16.7 8.3
4,200 14.2 7.1
4,500 13.3 6.7
4,900 12.2 6.1
5,200 115 5.8
5,400 111 5.6
7,200 8.3 4.2
10,000 6.0 3.0
12,000 5.0 2.5
15,000 4.0 2.0

The "average" value is almost always the one pexlabs a specification for the drive;
sometimes the "worst case" number is also mentidBechetimes latency is not even
mentioned specifically at all, but it can alwaysdadculated using this formula:

1 min =60 s = 60 000 ms

Full rotation:

60 000 : 3600 = 16,7 ms

Half rotation : Full rotation : 2 = 8,3
Which factors down to this formula:
30000 / SpindleSpeed

The result is a value in milliseconds.

In looking at the table above, notice that thet finsreases in spindle speed yielded the
greatest percentage improvements in performancep@asds continue to increase, there are
diminishing returns for the extra RPMs. Going fr6id00 RPM to 7,200 RPM shaved 1.4
milliseconds off the average latency, but goingrfr,200 to 10,000 (which is a bigger jump
in both absolute and percentage terms) only redtide® milliseconds. At some point
companies will likely "max out" on spindle speedsduse there won't be any point in
increasing further, especially considering the f@ots that are created when speeds are
increased. The 12,000 speed introduced by the HiRB®gasus, while very fast, never really
caught on as an industry standard. It looks lik@08 RPM will be the next standard spindle
speed for top-of-the-line SCSI drives. It has gebé seen what price will be paid for jumping
to such a high spindle speed; the improvementténty over standard 10,000 RPM drives
is "only" 1.0 milliseconds.As with seek time, figgrin milliseconds are big numbers when
dealing with computer system performance, but tovelanother 1.0 ms off latency from
15,000 RPM would require going to 30,000 RPM, whiakuld be a very significant
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engineering challenge probably not justified byvshg 1.0 ms off the total access time for
the drive.

Again, as with seek times, latency is most relewauty to certain types of accesses. For
multiple, frequent reads of random sectors on thle, @ is an important performance-limiting
factor. For reading large continuous blocks of diati@ncy is a relatively minor factor
because it will only happen while waiting to rebd first sector of a file. The use of cylinder
and head skewing on modern drives is intentioragglsigned to reduce latency considerations
when switching between consecutive heads or cyignde long sequential reads or writes.

Access Time

Accesstime is the metric that represents the composite dhalbther specifications reflecting
random performance positioning in the hard disksish, it is the best figure for assessing
overall positioning performance, and you'd expett be the specification most used by hard
disk manufacturers and enthusiasts alike. Deperatingpur level of cynicism then, you will
either be very surprised, or not surprised mudlato learn that it is rarely even discussed.

Perhaps the problem is that access time is realgriaed figure, comprised of the other
positioning performance specifications. The moshicmn definition is:

Access Time = Command Overhead time + Seek Timeek Settle + Latency

Unfortunately, this definition is not universal,cais made complicated by the fact that
manufacturers refuse to standardize on even wigasadime's subcomponents mean. Some
companies incorporate settle time into seek timmesdon't, for example. And to make
matters worse, some companies use the term "atogessto mean "seek time"! They really
are not the same thing at all.

In the end though, when you are looking at theitgtwF a drive to randomly position, access
time is the number you want to look at. Since comtnaverhead and settle time are both
relatively small and relatively similar betweenwds, that leaves the sum of seek time and
latency as the defining characteristic betweenedriBeek time and latency are a result of
very different drive performance factors--seek tineeng primarily a matter of the actuator
and latency the spindle motor --resulting in thegoility of some drives being better in one
area and worse in another. In practice, high-enetsglwith faster spindles usually have better
seek times as well since these drives are targetagherformance-sensitive market that
wouldn't buy a drive with slow seek time.

Let's compare a high-end, mainstream IDE/ATA drthe, Maxtor DiamondMax Plus 40, to a
high-end, mainstream SCSI drive, the IBM UltragtaZ X. (When | say "high end" | mean
that the drives are good performers, but neithieds the fastest in its interface class at the
time | write this.) The Maxtor is a 7200 RPM driwéh a seek time spec of "< 9.0 ms",
which means 9 ms. Its sum of its seek time anadgtées about 13.2 ms. The IBM is a 10,000
RPM drive with a seek time spec of 5.3 ms. It's sdirseek time and latency is about 8.3 ms.
This difference of 5 ms represents an enormou®pednce difference between these two
drives, one that would be readily apparent to amsas user of the two drives.

As you can see, the Cheetah beats the DiamondMawtbrscores, seek time and latency.
When comparing drives of a given class, say, IDEEAROO0 RPM drives, they will all have
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the same latency, which means, of course thatrthenumber to differentiate them is seek
time. Comparing the Maxtor above to say, the SeaBatracuda ATA Il with its 8.2 ms seek
time shows a difference of 0.8 ms, or around 10%&.tBe proper comparison includes the
other components of access time. So the theoretocalss time of the Maxtor drive is about
13.7 ms (including 0.5 ms for command overhead)thatof the Seagate Barracuda drive
12.9. The difference now is about 6%. Is that gigaint? Only you can judge, but you also
have to remember that even access time is onlypori®mn of the overall performance
picture.

Remember that access time is an average figurepresed of other averages. In fact, access
time on any particular read or write can vary dsedtor an illustration, let's consider the

IBM 34GXP drive, look at its minimums and maximurasd see how they translate into
access time minimums and maximums:

| pwiowe | BestCase Figure (ms) | worst-Case Figure (ms) |
G 05 05
Seek Time 2.2 15.5
Settle Time <0.1 <0.1
Latency 0.0 8.3
Total 2.8 28.4

As you can see, there's quite a range! In thewedt these extremes will rarely occur, and
over time will be "averaged out" anyway, whichhg teason that average figures are used.
However, it's important to remember that this widlege can occur on any given access, and
random perturbations can affect benchmarks and pt#réormance tests.

Transfer Performance Specifications

Since the obvious objective in using a hard digk isansfer data to the hard drive and onto
the disks, or off the disks and out of the drive, tate of data transfer is of paramount
importance. Traditionally, real transfer rate netrihave been very underrated and given
almost no attention compared to positioning speations like seek time. The only transfer
specification that is really commonly mentionedhis speed of the interface, which is actually
theleast important indicator of overall disk performance.

Before we look at transfer specifications, we neeldave a short word about terminology. )
Transfer rates are confusing in part because gbtin@se "transfer rate” can mean so many
different things. Data transfer occurs in two msteps. For a read, data is first read from the
disk platters by the heads and transferred to tive'd internal buffer; then it is moved from
the buffer, over the interface, to the rest ofghistem. For a write, the process is reversed.
The rate that transfer occurs within the disk isairse thenternal transfer rate; the rate that
transfer occurs over the interface is &keernal transfer rate. They are usually not the same,
and in some cases can differ by an order of maggmitu

Internal transfer rates are further broken dowa the media transfer rate and the sustained
transfer rate, and further complicating thingshis fact that transfer rates are not constant
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over the surface of the drive. It sounds imposdiblget a handle on, but it's not that bad once
you place it all in the proper context and perspectaind that's exactly what we will do in this
section.

Tip: Whenever you are reading a spec sheet, or disgugansfer rates with someone, be

sure to find out exactlywhat transfer rate is being discussed. By itself thenté&ransfer rate"
IS meaningless.

Internal Media Transfer Rate

Theinternal media transfer rate of a drive (often just called theedia transfer rate or the

media rate) refers to the actual speed that the drive caah Ibéa from the surface of the
platter, or write bits to the surface of the platteis normally quoted in units of megabits per
second, abbreviated Mbit/sec or Mb/s. Typical valioe today's drives are in the hundreds of
Mb/s, with a maximum media rate of about 500 Ml#mQ high-end at the time of this
writing.

Media transfer rate can be confusing to underséaed for the serious hard disk enthusiast;
it's equally difficult to describe. :*) For stadetet's explain what it isot. It is only related to
what is going on inside the hard disk, and theeefa@s nothing directly to do with the
interface transfer rate. It refesaly to the speed of reading or writing bits te@gle track of
one surface of the disk. Nothing else is includeapositioning, no track or head switching.
A track holds a relatively small amount of dataden0.25 MB with current technology. This
means that almost no real-world reads or writesioon a single track except for very short
files, and the performance when reading thoseimsasily limited by positioning, not transfer.
The end result of this is that the media transdéz does not have much relevance to real-
world use of a drive. It is primarily a "theoretitapecification that illustrates the state of the
drive's technology. It is used almost exclusivelydomparing drives against each other.

Media transfer rates are not constant across tiire earface of a platter. Let's recall for a
moment the fact that modern disk drives use zoite@dording. This is done because the
length of the inner tracks on the disk is much w&rdhan that of the outer tracks. ZBR allows
the outer tracks to have more sectors per tracktth@inner tracks. However, since every
track is spinning at the same speed, this meansvtien reading the outer tracks, the disk is
transferring more data per second when readingqties tracks. For this reason, the media
transfer rate decreases as you move from the tatds of the disk to the inner ones.

The explanation above is the reason that there sngle "media transfer rate" figure for a
modern hard disk. They are typically stated aange, from minimum to maximum (with the
maximum figure given alone, of course, if only ananber is provided). For example, the
IBM Deskstar 34GXP (model DPTA-373420) has a médiasfer rate of between
approximately 171 Mb/s and 284 Mb/s depending wberthe disk you are reading: that
drive has 12 different zones. This drive has 27208 in its innermost zone, and 452 sectors
on its outside tracks.

Another important thing to remember about the médiasfer rate (and another reason why it
is a theoretical measure only) is that it includkdits read or written to the disk, not just user
data. As discussed in detail here, , some of thee starage space in a sector is reserved for

overhead. This means that you cannot assume thatedia rate represents the rate at which

14



user data can be read from the disk. Taking the tBivVe above again as an example, its
maximum media transfer rate is 284 Mb/s, but thgimam rate that the drive can read user
data is about 222 Mb/s in the outside zone.

It's not really feasible to calculate the mediasfar rate from other drive specifications,
because manufacturers typically do not publishidedftheir sector format and other
pertinent overhead characteristics. The best thatcgn do is approximate the value by
looking at the rate at which user data can be sieglafrom a given part of the disk. To so do
so, we need to know how much data is able to paderihe read/write heads in one second.
This is dependent on the density of the data (hgtly packed the data is into each linear
inch of disk track), and also how fast the diskpsining. The density of the data can be
calculated easily if we know how many sectors ar¢he track, since we know how many
bytes of user data there are in a sector (512) spked of the disk is calculated in RPM, so
we divide it by 60 to get revolutions per seconlisTgives us a calculation of the data
transfer rate in megabits per second as followgédtdhe result in megsgtes per second,
simply divide by 8):

Conclusion:

The media transfer rate of the drive is primarfigeted by all of the varioudata recording

and encoding factors as well as thsize of the platters and the drive'spindle speedIn
addition, the drive's controller must be fast erfotggbe able to handle the fastest rate that the
disk can read or write, but manufacturers ensuwatethis is never an issue by beefing up their
controllers where necessary.

Head Switch Time

Each cylinder contains a number of tracks, eachsstisle by one of the heads on the drive
(one head per surface). To improve efficiency,dhee will normally use all of the tracks in a
cylinder before going to the next cylinder whenrdpa sequential read or write; this saves the
time required to physically move the heads to a oglimder. Switching between heads is a
purely electronic process instead of a mechanical bBlowever, switching between heads
within a cylinder still requires a certain amouhtime, called thénead switch time. This is
usually less than the track switch time, and isaligwn the order of 1 to 2 milliseconds.
(Seems kind of slow for an electronic process, db@® The reason is that this time includes
all of the overhead of the switch as well; it isadlthe time that passes between when the read
stops on one head and when it actually starts agathe next one.)

Cylinder Switch Time

Cylinder switch time is the time that elapses when the drive finisleasling (or writing) all

the data on a given cylinder and needs to swit¢tha@amext one. This normally only occurs
during fairly long reads or writes, since the driwvdl read all the tracks in a cylinder before
switching cylinders. Cylinder switch time is slowtban head switch time because it involves
a mechanical process: moving the actuator asseiidyusually somewhere around 2 to 3
milliseconds.

Note: You might think that cylinder switch time would thee same as track-to-track, after all,

it's the same thing, isn't it? They aren't the showever, because cylinder switch time
includes all of the overhead time that passes tlartime the read stops on one track until it
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starts again on the next one. This is why cylireeitch times are typically double those of
track-to-track seeks.

Cylinder switch time is influenced by the charaistiées of the hard disk’s controller as well
as its actuator mechanics. It does not vary gréatiy drive model to model or between
manufacturers.
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