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Applications

@ Machine translation
@ Information extraction

Advantages

@ Transparent predicate-argument structure

@ Better for languages with free or flexible word order
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Phrase structure

S
VP
PP
/NP\ /NP\ )K

Economic news had little effect on financial markets
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Dependency structure

PU

PC
ATT SBJ ATT

VA CANVEVEVN

ROOT Economic news had little effect on financial markets .
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Dependency Graphs and Trees

Sentence x

@ X =WgWq...Wp
@ nwords wy...wp
@ artificial root node wy

Dependency graph

A dependency graph for sentence x is directed graph G = (Vx, A)
where:

@ V,=0,1,...,nis aset of nodes

Q@ AC V, x L x V,isasetof labeled arcs

N,

Well-formed dependency graph
@ tree rooted at the node 0
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Approaches

@ Transition-based
@ Graph-based

Grammar-based

@ Context-free
@ Constraint-based
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Transition System

Transition System

S - (07 T7 Cs, Cf)

@ Cis a set of configurations

@ T is a set of transitions
transition is function t: C — C

@ Cs is an initialization function, mapping a sentence x = wy, ..., Wy
to a configuration ¢ € C.

@ C; C Cis set of terminal configurations.

Michal Mrnustik (FIT) Dependency parsing 7. prosince 2010 7/19



Configurations

Configuration

c=(X,B,A)

eceC

@ Y is stack containing nodes from Vy
@ Bis buffer containing nodes from Vx
@ Ais set of dependency arcs
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Configurations

Initial configuration

CS(X):([O]v[17""n]?{}) )

ct = ([0], I, A)
¢t € C; for any arc set A
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Configurations

¢ = ([o11], ], A)

@ /is node on top of the stack &
@ o is the rest of the stack ©

@ jis the first node in the buffer B
@ jis the rest of the buffer B
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Transitions

Transition sequence

CO,m = (CO7C17" 'aCm)

@ ¢y = cs(X)
o Cm € Ct
@ forevery i(1 <i<m),ci=1t(ci_1)forsometecT.

Result of parsing

Gcm = (Vx’ Acm)

@ G, is dependency graph
@ Ac, isis the set of arcs in ¢y

v
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Transition set for projective sentences

([oli.f], B, A) = ([olf], B,AU{(j, ], 1)})
i#0

([oli, ], B, A) = (o], B, AU{(/,],))}) )

(lo], 115, A) = ([o]1], [5], A)
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Transition set for projective sentences

Set of all transitions T,
@ Lis set of labels
° |Tp|=2-|L|+1
@ there are two transitions for each / € L (LeftArc; a RightArc;) and
Shift transition
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Deterministic Transition-Based Parsing

Oracle
o0:C—>T

@ ideally should allways return the optimal transition ¢ for a given
configuration ¢

@ can be aproximated by a classifier trained on treebank data

| A\

Parsing algorithm
PARSE(0,x)
Q c+ cs(x)
Q while c ¢ C;
e t+ o(c);c+ t(c)
Q return G,

v
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Projectivite arc

An arc (w;,/,w;) € Ais projective if an only if w; —* wy forall i < k < j
wheni<j,orj<k<iwhenj<i.

Projectivite dependency tree

A dependency tree G = (V, A) is projective dependency tree if it is
dependency tree and all (w;, /, w;) € A are projective.

Non-projectivite dependency tree

A dependency tree is non-projective dependency tree if at least one
(w;, I, w;) € Alis not projective.
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Non-projective dependency structure

PU

V/-\ m
ROOT A hearing is scheduled on msue today .
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Transition set for non-projective sentences

Set of all transitions T,

@ All transitions for projective sentences are used.
@ Swap transition is added.

Ty = Tp U {Swap}

([o]i, 11, 8], A) = ([o 111 [i15], A)

0<i<j

@ projectivity is a property of dependency tree and word order
@ Swap and Shift can sort input to projective order

@ do k Shift transitions to get next word in projective order to stack
@ do k — 1 Swap transitions to move preceeding words back to buffer
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Thank you for your attention.
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