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| Motivation fl

e Human-memorable passwords remain a common form of
access control to data and computational resources.

e Legitimate restoration of forgotten/lost password

o lllegal attack on legitimate systems

o If the most efficient attack is indeed publicly known, then at

least legitimate system operators will not underestimate the
risk of password compromise.

e Systems that allow users to choose their own passwords are
typically vulnerable to space-reduction attacks that can break
passwords considerably more easily than through a brute-force
attack
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| Password cracking i

o Attacker/administrator has access to password hashes

e Brute force attack using rainbow tables (precomputed hashes)
e Dictionary attack

o Dictionary attack + word mangling rules

o Brute force attack

e Attacker/administrator has access to salted password hashes
hash(salt + password)

e Dictionary attack
e Dictionary attack 4+ word mangling rules
e Brute force attack
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| Dictionary attack with word mangling rules "

e Users typically don't use unmodified elements from
dictionaries (password policies).

o Users typically modify words to be recalled eassily with some
word mangling rules.

e adding symbols/digits to words
e combining words
° ..

e l|deally we would like to get sorted set of passwords ordered
from the highest probability to the lowest.

e How to decide which rules are most probable?
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| Dictionary attack with word mangling rules .

e Application of wordmangling rule on dictionary words
multiplies the number of possible passwords.

e Combining multiple word mangling rules results in exponential
growth of final database.

e Choosing the word order and word-mangling rule is crucial.
e Learning the probability of rules from real world passwords.

e Information can be modeled with probabilistic context free
grammar (PCFG).
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| Probabilistic Context-Free Grammars T
e Probabilistic Context-Free Grammars G is a quintuple:

G=(N,T,R,S,P)

e N - finite set of nonterminal symbols

T - finite set of terminal symbols

R - finite set of production rules of the form:
A—x

where A€ N and x € (NU T)*
S - start symbol, S € N

P - set of probabilities p on production rules, where
for each A € N and all rules (A — x) € R:

Zp(A—>x):1
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| Generation of password database i

Password Preprocessing FERS Password

carpus into PCFG passwqrd database
generation

Password corpus - collection of passwords, typically leaked
database of passwords

e Preprocessing - transformation from passwords corpus into
PCFG

Password generation from PCFG and chosen dictionary

Password database - list of generated password sorted with
descending probability of its occurrence
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| Preprocessing i

e We define:
L, - alpha string
D, - digit string
Sn - special string
o L,e{a b,c,d e f...z}* |L,] =nand ne NT
e D,e€{0,1,2,3,4,5,6,7,8,9}*, |D,| = nand n € N*
e S, e{,0,#,% %,&,..}*, |Sy] = nand n e Nt
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| Preprocessing i

For each password we derive its base form € {L,, Dp, Sp}* .

For example password !Pa$$word53 derives into S510,5214D-.

We compute frequency of occurence from password corpus
(traning set) with respect to n for each

e base form
e digit string D,
e special string S,

Probability of L, alpha strings is not learned from training set,
since corpus of words possibly used by users is much larger.
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| PCFG construction m

We generate PCFG G

G=(N,T,P,S,R)

N = {Lp, Ds,S,} U{S} (nis based on training set)
T={ab,c,..,z} U{0,1,2,..,9, } U{,0,#,%,%, &, ...}
Generation of production rules from starting symbol S to
base form

Generation of production rules from symbols L,, D,, S, to
terminal strings

Production rules from L, are separately from dictionary.
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| PCFG example 7

e Example of PCFG rules R and their probabilities P:

Rule Probability
S—>Dil¢D; 0.8
S — 51L5D1 0.2

D1 —3 0.5
Dy —7 0.3
D1 — 8 0.2
51 —! 0.8
51 —$ 0.2
L5 —7 ?
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| Password probability m

e In PCFGs probability p of generated terminal string is
computed as sum of all probabilities of all rules used.

S 23 511601 2251160y 231163 L1 fetter3
lletter3 is terminal string with assigned probability p
p(!letter3) = (0.3% 0.8 %« 0.5%0.1)

p(!letter3) = 0.012
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| Dictionary-derived rules :

e Rules for L,, are created as follows:
L, — dictionary word, where |dictionary word| = n

e Probabilities of these rules are not gathered from training
dataset.
e Probabilities of these rules can be assigned in multiple ways:

e Pre-terminal probability order
e Terminal probability order
° ..
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| Pre-terminal probability order T

e Pre-terminal probability order - probability p of derived
password is equal to the probability of the sentence containing
only L, nonterminal and terminal symbols.

e This can be viewed as assigning probability equal to 1 to all
rules L, — dictionary word rules.

S 23 511600 280160 2551163 Bolletter3

p(!letter3) = 0.12
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| Terminal probability order | &

e Terminal probability order — probability p of derived password
is based on how many dictionary words of length n are present
in dictionary.

1
p(L, — dictionary word) = —

xI”
where x = {i|i € dictionaryand |i| = n}

e For example, if we have 10 words of length 6 in our dictionary,
we would get:

S 23 516D 22160 2551163 2htjetter3

p(!letter3) = 0.012
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| Password generation i

Passwords need to be generated with decreasing probability

Generation of all possible passwords can be huge (TB)

Online algorithm (we want to end when password is found)

Priority queue
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| Password generation i

e Nonterminals in base form have index based on position from
the left.
example: index of Lg in D1LgD; is 1

e For each base form we find pre-terminal form with highest
probability

e These rows are put into priority queue based on probability
with pivot set to 1

Base form | Pre-terminal | Probability | Pivot (index)
D1 Le Dy 3L63 0.175 0
S1LeDy ILe3 0.12 0
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| Password generation i

In the next step top entry of queue is popped

e Next pre-terminal structures are generated by substituting
variables in the popped base structure by values with next
highest probability

Only one nonterminal is replaced to create each new candidate

Only nonterminals with index equal or higher than pivot

Index of nonterminal in base form is stored as pivot
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| Password generation

Initial state
Base form | Pre-terminal | Probability | Pivot (index)
Dy Le Dy 3L63 0.175 0
SiLeD; | 1Lg3 0.12 0

State after top row of queue is popped

Base form | Pre-terminal | Probability | Pivot (index)
SileD: | 'Lg3 0.12 0
D1 Le Dy 7Le3 0.105 0
DiLe Dy 3Le7 0.105 2
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| Conclusion i

e PCFG can be used as viable option for improving dictionary
attacks

e Proposed method can be targeted to specified field

e Method is can be updated to accurately map actual password
practices

e Method can be further improved with addition of other type
of word-mangling rules and strategies
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Thank you for your attention.
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