Hardware Accelerated Imaging Algorithms

Zemcik P., Fucik O., et al: Faculty of Information Technology, Brno University of Technology

The contribution shows some new approaches to hardware acceleration of imaging algorithms using combined FPGA and DSP. The novel approach to hardware acceleration focuses on raster based techniques, such as volume rendering and image processing. The paper describes the basic principles of the architecture and mehods of its usage in computer imaging.

Obrazové algoritmy s akcelerací hardware

Zemčík P. Fučík. O, a spol: Fakulta informačních technologií, VUT v Brně

Příspěvek popisuje nový přístup k akcelerací obrazových algoritmů pomocí hardware s použitím FPGA a DSP. Nový přístup k akceleraci pomocí hardware se zaměřuje zejména na algoritmy pracující s rastry, jako jsou například "volume rendering" a zpracování obrazu. Článek popisuje základní princip nové architektury a obsahuje též metody použití této architektury ve zpracování rastrového obrazu.

1 Introduction

Image processing is traditionally one of the areas with very high demands for computational power. Such demand is generally a result of a simple fact that the algorithms that the imaging algorithms mostly work with large data sets and the requested processing time is in many cases quite short [1]
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Applications areas that require such short processing time are e.g. industrial visual quality inspection, real-time image tracking, video processing, compression, and decompression, biomedical applications, and many others. As the algorithm research is progressing, the demand for computational power generally increases.

Historically, the computer imaging algorithms were mostly implemented using software so that the hardware was minimised. At the same time the higher end imaging systems were built with single purpose accelerators.

Today, if higher computational power is needed, it can be achieved by pure clock speedup (simplest method, but it has technological limits), by improving architectures of the system, or by using of parallelism (but parallelism is difficult to exploit from the developer’s point of view). Out of these three possibilities, the architectural changes are the most promising.

A reasonable way forward in architectural changes is being offered by the recent development of Field Programmable Gate Arrays (FPGAs) and Digital Signal processors (DSP) [3]
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[7]. Current technological progress allows implementation of very complex devices in the programmable logic devices and achieves good results even with architectures and algorithms that were previously unthinkable to implement in hardware.

2 Experimental Architectures

At Brno University of Technology, we are carrying out experiments with hardware accelerated graphics and image processing for several years. Our experiments include simulation of image processing algorithms, simulations of graphics algorithms, and implementations of the accelerated algorithms including their application in the industry. We have so far implemented two designs and new designs are under development. All of the designs are intended for real applications as well as research.

The general design goal of all of the systems was to develop modules that would be capable of high performance operation independently of the host PC or connected to a host PC. Important design goal was also to maximize the performance/price ratio rather than achieve the maximum possible performance at any price. Other goal was to make the modules scalable in that sense that it would be possible to interconnect them through high-capacity communication links. All of the designs do contain flash permanent memory and communication devices, that are not that important for the actual operation of the modules and therefore they are not indicated in the schematics, but they has a critical role in starting the systems.

In the first of our designs – Xilinx Spartan and Texas Instruments TMS320C32 DSP – we were testing the basic ideas of the FPGA and DSP co operation. The FPGA in this design served as input/output module for the DSP and also as a processing unit for the bulk data. Due to limitations in computational speed and memory, the module was only used for image processing applications and 2D and wireframe graphics. The design was finished in 1997 (see Figures 1 and 2) [8]
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	Figure 1: Photographs of the  module


	

	Figure 2: Design with C32 and Spartan FPGA


The design does have some limitations that were forced in the design because the design goal was to achieve the best possible performance/price ratio rather than the best possible performance. Even though, the system is capable of running raster algorithms with significant speedup over the pure DSP systems.

The current generation of the designs was done using the Xilinx Virtex FPGA and Texas Instruments TMS320C6711 DSP. The design goal of the system was to develop a system capable of the high performance image processing and 3D graphics acceleration.

The main differences between the first and the current design is that the new design contains a DSP comparable in performance with the PCs, significantly better FPGA, more memory, and the FPGA can have a small local memory. The main effect of the new design on applications, however, is that the new design supports dynamic reconfiguration of the portions of the FPGA so that the FPGA can swap configurations in the real time and thus maximize the exploitation of the FPGA circuits. The local memory connected to the FPGA allows for local storage of the intermediate results or constant tables, microcode, etc.
	

	Figure 3: Design with C6711 and Virtex FPGA


The design with C6711 was finished in 2001 and currently we are developing the software support tools for the module. The software is based on the Texas Instruments DSP/BIOS multithreading core and channel-based communication subsystem for data exchange and synchronization between the threads and modules.
Connection of the module to the PC is planned through the PCI motherboard (that is currently being manufactures) that will also contain bulk memory shared among the Xilinx Virtex-E FPGA and the DSP module. The intention of the board is to provide a fast interface between the PC and one or more DSP modules connected to the board directly or through the LVDS links. The memory is intended primarily as a mean of buffering the data.
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	Figure 4: PCI motherboard design 


For the future we inted to implement a data processing board using purely FPGA technology without a DSP contained directly in the design as a new series of FPGA with (one or more instances of ) embedded PowerPC core. The board will contain up to 1GByte of dynamic bulk memory to allow processing of large data sets for volume rendering, 2 blocks of high-speed memory for temporary data (such as image memory), and a small associative memory to allow caching functions or associative searches for temporarily abandoned processing requests, e.g. in ray casting algorithms.
	

	Figure 5: Future design Virtex II Pro FPGA


It is planned that the new design will be finished by the end of 2002.
3 Imaging Experiments
The imaging experiments were generally done using the scheme shown in Figure 6. The best possible situation occurs when data flow is simple and predictable so that the data can be transferred in large blocks using DMA controllers built in the DSP. In that case the algorithms can be run without any assistance of the processor (DSP). The data in such case is latched in the input register RIN, then run through the (optional) buffer system and delivered in a processing unit. The results of the algorithms are transferred back to he output register (ROUT) through the buffer system. Then the data is transferred using the second DMA controller to the system memory. When the algorithm is applied on all the data, the DMA controller (DMA2) issues an interrupt to the processor (DSP) that handles the processing further. This principle must be modified if the data flow is more complex – generally the DSP in that case must assist the data transfers by reprogramming the DMA controllers.
	

	Figure 6: Image processing using the DSP and FPGA


The block called „Processing unit n“ implements the actual imaging algorithms, such as 3x3 convolution filter with fixed coefficients, morphological filters, single pixel functions, such as thresholding, integral imaging functions, etc.
The above described principle is applied on all the designs described in the previous part. All designs but the first one (C32) are capable of partial reconfiguration of the FPGA and have more DMA controllers available. As a result of these facts, the more advanced designs can dynamically allocate the processing units and also can run more processing units at the same time – due to increased maximum throughput of the memory system.
4 Conclusion

The contribution has presented new architectures for acceleration of the imaging algorithms using FPGA and DSP chips. It has been shown that reasonably simple designs using the FPGA can lead in systems useable both in real industrial applications and for research.

The designs shown in the paper have been used in several really running applications and they have been proved to have better performance/price ration than standard designs with e.g. pure DSP solution. (Part of the savings, however, were achieved by using the FPGAs as I/O circuits rather than acceleration of the imaging algorithms.)
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