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Abstract: This paper describes my conceptions for simulations of Biological entity in the nature by artificial life method in 3D virtual world. Artificial live entity can be used for simulations with live objects. Implementation possibilities are noticed in addition here. 
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1    Introduction

During my development of virtual reality system I discovered that this is a very good environment for artificial life experiments. Therefore, I started my research in this theory. 

I build simple objects in 3D world with motion and automatic behaviour. 2 years-research lead to create complicated models by improving 3D objects from Virtual reality worlds. These models control entities. Behaviour, which is very complicated and no clearly deterministic, is called artificial life.

2    High Level Architecture of Artificial Live Entity
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Basic principles of artificial life entity simulation are

· Reactions on stimulus

· Drive for survive and growth

· Basic problems searching, decisions and solving

· State of entity and feeling

· Propagations and heredity

Fig. 2 is describes my draft of architecture of artificial live entity.

2.1    Reactions on stimulus

Input senses of artificial live entity are in virtual world unlimited. These senses can receive any information from virtual world. For example entity can see everything and everywhere. This is done by direct access to virtual world structures. But entity has limited capacity for information perceptions. Therefore each of the entity has own filter for input information. See Figure 2.
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Fig.2: Environment sense

 


Entity itself never can set filter to ideal level. Sometimes happen that entity is overloaded by senses another time it has not all information for decisions. Therefore some types of entity, senses a minimum inputs and build own model of environment, which is important for them. Entity, which behaviour according this model, can complete missing information from outside and predict future. The inner model can be used for decision method, which is pretending a situation “what will happen then...“ The decision method is own to more advance entities.

This approach is more similar to real animal and human senses. However computers in these days have not still enough power for simulation more then one entity.

2.2    Drive for survive and growth – a priority model

First of all each entity has a priority model. A topical requirement chart is made from a static chart by topical satisfaction. Satisfaction of requirements is not a “physical” satisfaction but it is a “state of feeling or mind”. It means that are two values, which depends on each other.


[image: image3.wmf] 

survive

 

drink & eat

 

 

 

warmth

 

propagate

 

explore

 

100%

 

60%

 

5%

 

80%

 

95%

 

warmth

 

drink & eat

 

survive

 

propagate

 

explore

 

Fig.3: Personal chart making
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The entity takes contents of life by satisfaction of these requirements. It mainly affects the behaviour entity.

Implementation is done by simple sort algorithm.

2.3    Basic problems searching, decision making and experience memory
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ig.1: Artificial live entity architecture

 

This capability is based on instincts and experiences. Instincts are fixed coded reactions on several events. These reactions can be changed in generations, but entity cannot change it in it’s own life. On the other hand the entity get experiences that changes its behaviour in live time. Young entity has no enough experiences for good decision. Old entity has too many experiences, which makes their thinking slower. Therefore rejuvenation of entities is very important.

See fig 4.

A strategic decision-making process means an instinct. This is hereditary attribute of entity with 2 partner attributes mixing and mutations. 

Neural network means database of experiences. This base is build by association an action with valuations of this action.

Implementation of decision-making algorithm is simple model (events and reaction list), which is used in common simulation systems. An association of an action with valuations of this action in neural network is looks also simple. Valuation is a floating-point value it means plus for good and minus for bad. We can ask: “But how we can describe an action and a result generally?” Recently I am working on this problem.

2.4    State of entity and feeling

State of entity is collection of levels of entity’s power, health, energy, feeling, etc. This state effects requirements satisfaction and capability for moving and thinking. 
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Fig.5: State of entity

 

The entity is searching mainly for food. As soon as it finds food source it is used like a material for growing and mainly like energy for life. Energy can by used partly for regeneration, but primary for moving and thinking. Note then in computer implementation of thinking means consuming of processor time for decision-making. 

Entity feeling is featured by many conditions, in mainly on health. This may effect requirements satisfactions and priority chart sorting.

An implementation has problems how to store these states. I think, after experiments, that simple solution is probably best. Every state is stored in floating point value. For example, feeling 0.00 means normal, +1.00 means good and –1.00 is a bad feeling. Many states are in many values, which are not stored only as a state, but also as a speed of change and persistence.

2.5    Communication

As noted earlier, rejuvenation of entities is important. This is not only searching of partner, and using genetic algorithms for mixing of genetic code of entity. In this context is a big problem of communication. How to create a general language for communication? 

I took an inspiration from nature again. One of my friends made a research of behaviour in his own bee colony, for definition of bee’s language. He found more different types of messages about bees’ life. Form and meanings of messages are special for each bee’s colony. Some messages can be decode by any bee, but some only by bees from home colony.

My first implementation used some data token, which can be sent thought space like sound, aroma or pheromone, gesture or dance, and data mark like excrement. For example data mark can mean: “here is danger” or “it my territory”. Data token can mean “I’m found a food” or “An enemy is coming”.

Now I will be experiment with XML documents with. Some information can be decoded by any entity but all information only by entity from own colony, which ca recognise the complete XML code.

3    Experiments

I designed several experiments in virtual graphics environment for testing these architectures. The aim of these simulations is to create artificial individual. Who are able to find the best way how to cope with their environment and keep their population in growing?

After that it will be possible to implement these raised entities into a real mechanic body and use in robotics. Imagine that these robots might be a great help for firemen, rescue team, pyrotechnics, housework, etc.

3.6    Situation

On the picture you can see several initialised entities, which are different in age, sex and properties (random generated), and they are on the inclined plane. 

There is water level on the bottom, which is rising. On the top, where is no water, are placed food and heat sources. 

3.7    Dangers

Entities can

· Drown in the water

· Freeze to death if they are far away from the heat source

· Burn down if the are too close to the heat source

· Die of hunger if they run out of their energy
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3.8    Goals and Basic Instincts

· To drink

· To eat

· Be warm enough

· To reproduce or breed

· To survive

· To explore, in case they would satisfy all their needs.

3.9    Processes

· Barriers overcome

· Searching for food

· Searching for heat

· Reproducing

· Getting more experience and skills

4    Conclusion

Nowadays these experiments require too high computer power. If Moore law becomes true we can expect useful results for near future. 
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Fig.1: Artificial live entity architecture
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